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 EXECUTIVE SUMMARY

The Problem The National Ocean Service’s (NOS’s) hydrographic survey data are processed to
give water depth at the point of the measurement. To produce a depth relative to Mean Lower Low
Water (MLLW), which is the chart datum, the measured depth must be corrected to account for the
departure of the instantaneous water level from MLLW. This departure is due to the astronomic tide,
river flow, water density effects, and meteorological influences. At present, discrete tide zoning is
used to provide this correction. Discrete tide zoning rests on the simplifying assumption that the water
level in an entire zone has a fixed magnitude and phase relationship to the measured water level at a
single nearby gauge. However, this method has several drawbacks. It is inaccurate because it cannot
account for changes in the type of tide (e.g., diurnal, semidiurnal, or mixed) between stations and it
assumes that non-tidal components vary in space and time the same way that tidal components do. It
produces a discontinuity when crossing from one zone to the next. Finally, it cannot be used to
reference survey data to the GPS ellipsoid.

A New Method of Solution A new method of making this correction takes values at the tide gauges
and spatially interpolates them throughout the survey region. The values at the gauges which are
spatially interpolated are:

] each tidal constituent's amplitude and phase value,

° the residual, or non-tidal, water level,

° the offset, which is the difference between local Mean Sea Level (MSL)
and MLLW, and

L a tidal datum (either MSL or MLLW) relative to the ellipsoid.

The correction for the time and location of the ship is computed by summing the astronomic tide
(computed from the interpolated constituents), the interpolated residual, and the interpolated offset.

In addition, for a GPS-supported survey, the ellipsoidally-referenced MLLW values can be spatially

interpolated and used to determine MLLW depth. The spatial interpolation at the core of this method
is carried out by the use of a set of weighting functions that quantify the local contribution from each
of the shore gauges. The weighting functions are generated numerically by solving Laplace’s Equation
on a grid. The new method is called Tidal Constituent And Residual Interpolation (TCARI).

Accuracy of the New Method The TCARI method was tested for accuracy using post-processed
kinematic GPS measurements of water level collected by NOS in Galveston Bay, Texas, and San
Francisco Bay, California. The measurements themselves had an accuracy estimated to be from 7 (San
Francisco Bay) to 9 cm (Galveston Bay). The results (Table) indicate that TCARI was more accurate
- than either the numerical model or tide zoning. Although TCARI had lower errors than tide zoning,
both methods had errors approximately equal to those in the measurements. It is therefore difficult to
determine whether the difference between TCARI and tide zoning is significant.
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Table. RMS differences between predicted water levels (using three methods) and GPS-measured
water level in Galveston Bay and San Francisco Bay.

Prediction Method Galveston Bay ‘ San Francisco Bay
Numerical Modeling 15cm not available
Tide Zoning 9.4 cm 9.8 cm
TCARI 7.5cm - 8.8cm

Conclusions The following conclusions about TCARI’s application can be made:

] TCARI is more objective and somewhat more accurate than tide zomng when compared to
_post-processed kinematic GPS water level data.

o TCARI is a data-intensive method. Because of this, results should be better in coastal areas
that have many historical locations where tidal constituents, tidal datum offsets, and
ellipsoidally-referenced tidal datums are known. TCARI generally gives better results with
6-minute observational water levels, rather than hourly, because the non-tidal variation is

- more accurately represented. :

° TCARI can improve tide zoning and tide prediction. TCARI can be adapted to predict the co-
range and co-phase lines that are used to establish the tide zones. TCARI also offers a new
method of hindcasting tidal variations in coastal areas.

LB TCARI can be used to develop ellipsoidally-referenced MLLW fields. Thus TCARI is
positioned for use for future NOS surveys, although it needs many stations where
ellipsoidally-referenced tidal datums are known.

° TCARI and numerical model fields can be combined to give improved products. Model

- errors in estimating the ellipsoidally-referenced water levels may be reduced by using the -

TCARI spatial interpolation scheme to produce the model datum field. Also, constituent fields

- could be improved by correcting the model-generated constituent distributions with TCARI’s
spatially-interpolated error fields.

Xit



1. INTRODUCTION

Bathymetric survey data collected by ships are estimates of total water depth at the points where the
measurements are obtained. Survey depths must be corrected for several effects, one of which is the
departure of the instantaneous water level from mean lower low water (MLLW). MLLW is the datum
for NOS charts (Figure 1.1). This departure, which is subtracted from the measured depth, is called
the ‘tide correction’ and is due to both the astronomical tide and the non-tidal effects such as wind
setup and river runoff. Today, discrete tide zoning is the method NOS uses to provide this correction.
Discrete tide zoning rests on the assumption that the water level in a zone has a fixed magnitude and
phase relationship to the measured water level at a nearby gauge. However, this method has known
inaccuracies and it produces a discontinuity when crossing from one zone to the next. The objective
of the present study is to develop a new method of estimating the tide correction which is not linked
- to discrete tide zones and which relies on separating the astronomical tide from the non-tidal
component.

In discrete tide zoning (Gill, 1998),
a number of geographic zones are " X 4 A
constructed, each covering a GPS Ellipsoid :
portion of the coastal area being Ders |
surveyed. The tide correction He H,
within any zone is computed by Hs
multiplying the amplitude of the
water level above MLLW
measured at a nearby gauge by a
range factor and by applying atime
difference. Within each zone, the MSL
range factor and time difference
are considered to be constant.
However, since range ratios and
time differences are applied to the ———,
total observed water level MLLW
variation (relative to MLLLW)), this
results in a correction which can
be inaccurate because it cannot
account for changes in the type of
tide (e.g., diurnal, semidiurnal, or

Sea Surface

mixed) between stations and it .BOttom

assumes that non-tidal components S—y

vary in space and time the same ,

way that tidal components do. : - \—-v—

‘ Figure 1.1. Schematic showing the depth sounding, Dy;
The new approach described here the correction, 2 *; the tide zoned correction, h,*; the sea
is to (1) create an estimate of the surface elevation relative to the ellipsoid, D pg; the offset
local astronomical tide by spatially between MSL and MLLW, H,; the MSL elevation
interpolating the tidal constituents, relative to the ellipsoid, H; the depth at MLLW, D, 3
which have been determined from the MLLLLW surface relative to the ellipsoid, H;; and the
the harmonic analysis of a time bottom elevation relative to the ellipsoid, Hy.

series of prior observations at each



station, to the required location and then reconstructing the astronomical tide by summing the’
constituents, and (2) create an estimate of the non-tidal component by spatially interpolating the
residual water level (observed total water level minus the reconstructed tide). These two components
would be summed to give the final, more accurate correction to the bathymetric data. The new method
is called Tidal Constituent and Residual Interpolation (TCARI), and is discussed in Section 2.

The approach to spatial interpolation of data required additional research. The method selected for
spatial interpolation of the tidal harmonic constituents is obtained by assuming that spatial variation
of the amplitude and phase of all tidal constituents obeys Laplace’s Equation (LE), the solution of
which is found numerically. The method was tested for a rectangular basin (Section 3).

Data from Galveston Bay (Section 4) and San Francisco Bay (Section 5) were used to evaluate the
approach. Another spatial distribution of tidal constituents has been generated from the Galveston Bay
numerical circulation model, and these were compared to the interpolated constituents. The new
estimate of the tide correction will be compared to that generated by the NOS Galveston Bay
hydrodynamic model (Section 4 and Appendix C).

TCARI could be used in post-survey data processing and potentially for ship-board data processing.
Several programs have been written in Fortran to generate the necessary files and data (Section 6). -
The use of bathymetric data combined with GPS-measured water level (relative to the ellipsoid) is
atechnology that is quickly becoming practical. TCARI can easily be used to, for example, estimate
the distribution of MLLW (relative to the ellipsoid) throughout the survey area, provided some data
-are available (Section 7). Discrete tide zoning does not have this capability. '

This project supports the Promote Safe Navigation element of the NOAA strategic plan by improving .
the accuracy of NOAA''s nautical charts and reducing processing time. More accurate information on
local tides and nontidal water levels will result in more accurate bathymetric data (relative to MLLW)
for NOS's nautical charts, and hence more accurate under-keel depth information for shipping and
accident avoidance. ‘



2. TIDAL CONSTITUENT AND RESIDUAL INTERPOLATION (T CARI)
2.1. Tide Corrections

As discussed previously, the depth at MLLW, which is the NOS chart datum, is computed from the
survey depth sounding, D¢ (which has been corrected for variations in ship motion, water density, etc.)
by subtracting the tide correction, h* (in practice, the correction is defined as the negative of h* so
it can be simply added to the sounding value):

Dyow = Ds - h*. 2.1)

The correction consists of three quantities: the astronomical tide, 7,; the residual (non-tidal) effect

(such as wind setup), 7g; and the difference between the mean sea level (MSL) and mean lower low
water, H,. Thus :

h*= n,+ m+H, _ 2.2)

At present, h* is computed by the method of tide zoning. In this paper, the new method called Tidal
Constituent And Residual Interpolation (TCARI) is discussed. TCARI is a way of using both the

- observed water level values at gauges located in the survey area and historical data (the constituents)
at the same gauges. Application of the method requires knowledge of astronomical tide prediction,
harmonic analysis, and spatial interpolation. Before these topics are covered, discrete tide zoning is
briefly summarized.

2.2. Tide Zoning

Discrete tide zoning was developed as a way of estimating water levels at any location in a survey
area (Gill, 1998). A desktop computer-based method of drawing the zones was developed by Collier
etal. (1999). In discrete tide zoning, a number of geographic zones are constructed, each covering
a portion of the coastal area being surveyed. The tide correction within any zone, h,*, at time ¢ is
calculated by multiplying the amplitude of the water level above MLLW at anearby gauge, 7j,, by the
range factor for that zone, r, and by applying the time difference for that zone, 7, as follows:

h,(t)=rn,(t-7) | (2.3)
Within each zone, the range factor and time difference are considered to be constant.

The tide zoning scheme for Galveston Bay is shown in Figure 2.1. The configuration of each zone is
determined by oceanographers in NOS’s Center for Operational Oceanographic Products and Services
(CO-OPS) by estimating the variations of the tide between two or more NOS water level stations and
drawing the zone so that the change in the amplitude of the tide correction between adjacent zones is
limited to 0.2 feet and the time change is limited to 0.3 hour. Range and time changes between stations
are therefore assumed to be approximately linear. For each zone, CO-OPS estimates a range factor

3
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Figure 2.1. The tide zones in Galveston Bay. Within each zone (shown as a polygon), the tide
correction has a fixed ratio and time difference relative to the tide measured at one or more water
level gauges.

and a time difference for high water and low water in the zone relative to the same variables in one
or more reference water level gauges. For preliminary tide zoning, an initial zone configuration is
developed and range factors and time differences are generated for (typically) a single, long-term
water level station. For final tide zoning, alterations in the polygons may be made and ratios and time
differences are generated for (typically) several more stations.

For the éutomated processing of bathymetric data by NOS’s Hydrographic Surveys Division (HSD),
the high water and low water ratios are combined into a single value, as are the high water and low
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water time differences. The tide correction is obtained by applying the amplitude ratio and time
difference to the observed (and smoothed) tide from one or more nearby tide stations to get a local
(i.e., ship location) tide. :

2.3. Astronomic Tides and Tidal Constituents

The conceptualization of the tide in terms of a set of constituents is fundamental to TCARIL NOS uses
the following equation (Schureman, 1958) to predict the astronomic tide, 7, relative to mean lower
low water (MLLW) at any location and time ¢:

N
n)y=H, +) f.a,cos[@,t+(V, +u),~G,] | (2.4)
n=1 v '
The tide, 7, is the sum of a constant offset value (the difference between MSL and MLLW), H,,, and
acosine series of N tidal constituents. For each constituent, f; is the lunar node factor, @), is the angular
speed, and V,+u is the equilibrium argument; these are determined from knowledge of the
astronomical motions of the earth-moon-sun system and they apply to all locations. The constituent
amplitude, a,, and Greenwich epoch, G,, (for predictions in Greenwich, or universal, time) are
determined from the analysis of a time series of observations, and apply at a single location. Time is
reckoned from the start of the year.

Predictions made using local time require the local epoch. The local epoch, k7, can be found from the
Greenwich epoch at any time zone longitude, S, by

K, =G, + S w/15degrees/hour) 2.5)

where west longitude is negative [note: the above conventions differ from that of Schureman (1958)].
For Galveston Bay, the time zone longitude, S, is -90degrees, so S/15 = -6 hr; for San Francisco Bay,
S is -120 degrees, so S/15 = -8 hr. '

2.4. Spatial Interpolation

The new approach described here depends on a method of spatial interpolation. The common
approach (widely used in meteorology) is to create a two-dimensional field from a limited number
of observations by the use of a distance-dependent weighting function, w. For example,

., ,
F(x,y)=Y w(d,)F? (2.6)
m=1 )

where d,,(x, y) is the straight line distance between the location of the observation, F°,,, and the point
(at x, y) in the field. w decreases as d increases.



The weighting function approach will produce highly inaccurate results when applied to tidal data
because it does not account for the influence of land. An example of the problem is shown in Figure
2.2. The Greenwich phase for the M, constituent at High Island in the Gulf of Mexicois 272.4 degrees,
- while at the nearby Rollover Pass the value is 17.8 degrees and at Smith Point it is 8.6 degrees. The
latter two stations are in Galveston Bay. Clearly, any approach that does not account for the existence
of the intervening land (in this case the Bolivar Peninsula) or uses the straight line distance between
stations will produce inaccuracies.

Therefore, to overcome these difficulties, the approach taken here is to create a set of weighting
- functions that are the solution of a differential equation that includes spatial derivatives. The equation
is solved numerically on a grid. The use of a spatial derivative means that the value at any grid point
is directly related to the value at the adjacent grid points. The ultimate effect is to create pathways
around land features. The result is a set of new weighting functions, g(x, y, m) that can be used in place
of the function w in Eqn. 2.6. The computation of the new weighting functions is covered in Section
3. ‘

————r
—-94 45

GALVESTON oo e oo e e e e o
BAY Al RPN ]

. L 29 I I R
35 S S soToo ~

_' ..... : CERER> = High |VS|0nd
. Smith Pt /Ty Phase = 272.4 2]
30 Phase = 8.6 A 307
i -~ . — Rollover Pass 1
L Phase = 17.8
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25 : 25
Wy -94 35 ~94 30 ~94 25 ~94 20 94 15

Figure 2.2. The influence of land on M, phases for three nearby gauge locations. Although the
High Island gauge is located near the Rollover Pass and Smith Point gauges, its phase is quite
different. The difference is due to the intervening land (the Bolivar Peninsula) and the land’s affect
on tide wave propagation. :



2.5. TCARI

As explained earlier, the correction h * at any location can be expressed as the sum of the astronomical
tide (7,), a residual water level component (7;), and the MSL to MLLW difference (H,) as

h* = nA + nR + HO (2.2)

For each constituent of the astronomical tide, TCARI creates an interpolated amplitude, A, and epoch,
K, which are calculated with the numerically-generated weighting functions, g, as follows:

MC
An(x, )’) = E g_c (x’ y’ m)am,n

m=1

(2.7a,b)

Mt‘
K, (x,»)=), g.(xy,mkK,,
m=1

where g(x, y, m) is the weighting function for tidal constituents at location (x, y) for the tide gauge
location m, and x is either the Greenwich or the local epoch. There are M, locations where tidal
constituent data are available. Hence, using the prediction equation 2.4,

N
My =, foA,cos[w,t+(V, +u), - K,] 238)
n=1
The offset (the difference between MSL and MLLW) is also interpolated by

Ho(x,y) =Y g,(x,y,mH,, @9

m=1
where g, is the weighting function for offsets for the M, gauges where the offset, H, ,, is known.
Now suppose that there are M, contemporary water level gauges in the survey area. These stations are

not necessarily the same as the first set of M, but their constituents must be known. Then the residual
component (relative to MSL) at any location is

M, N |
Mg = 2 g, (x,y,m)[n, —2 f.a,,cos(w,t -I{Vo + u}n - K, )] (2.10)
m=1 n=1

where 7, is the observed water level (relative to MSL) at gauge m and g, is the weighting function
for the set of M, gauges.



In order to make comparisons with the post-processed RTK water level measurements in Galveston
and San Francisco Bay, an independent estimate of the water surface elevation at any time and location
relative to the ellipsoid, D’sps, is needed. This can be computed by the TCARI method as follows

D(,FPS =M, + Mg+ Hy 2.11)

where H; is the ellipsoidally-referenced tidal datum (MSL)

Me

Hp(x,y)=) g.(x,y,m)H,, (2.12)
. m=1

Also, TCARI can readily be adapted for survey bathymetric data referenced to the GPS ellipsoid. Let

the elevation of the bottom of the water column relative to the GPS ellipsoid be H, (being comprised

of the ellipsoidal distance to the GPS antenna, the antenna-to-sounder distance, and the sounding

measurement itself. See Figure 1.1). Then

Dy,w=Dyg—H, (2.13)

where Hj is the spatially-interpolated value of MLLW relative to the ellipsoid,

Mz
H(x,y)=Y g.(x,y,m)H,, =H, - H, (2.14)

m=1

In sum, TCARI generates either a tide correction or an ellipsoidally-referenced water level by the
addition of three components: a astronomical tide which is generated from spatially-interpolated tidal
phases and amplitudes, a spatially-interpolated residual (non-tidal) water level, and either the offset
(difference between MSL and MLLW) or the ellipsoidally-referenced MSL datum. The generation of
the weighting functions is covered in the next Section. Four sets of variables (see Section 2.6) are
required at locations in or near the survey area; because tide stations often lack one or more of the
four, a separate set of weighting functions is needed for each variable set. :

~ 2.6. TCARI Data Requirements

For tide corrections, three sets of variables (tidal constituents, residual water levels, and offsets) are
required at locations in or near the survey area. For an ellipsoidally-referenced survey, one additional
variable (an ellipsoidally-referenced datum) is needed. Historical tidal constituent data (amplitude
and phase) and the offset (the difference between MSL and MLLW) are often available a numerous
locations. The residual water level at a location requires both tidal constituents and contemporary
observations at the tide gauge at the time of the survey.

Generally speaking, results should improve with the addition of more locations. Since the
contemporary measurements are needed for only the residual water level, forehand knowledge of the
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spatial patterns of residual water level variability may allow for design of a minimal configuration
of gauges. In this study, data collected originally for the purpose of tide zoning was used to assess
TCARI; no special data (with the possible exception of the an ellipsoidally-referenced datums) was
used. There was also no attempt to determine optimal configurations of water level station locations
or lengths of time series that would improve TCARI’s accuracy.

2.7. Other Methods of Providing Corrections

Beside discrete tide zoning, there are other methods designed to provide tide correction information.
However, these methods have significant drawbacks. One such method is function fitting, which is
widely used in meteorology. This method uses an analytical function in two-dimensional space which
fits the observations (e.g., Barnes, 1964). This method is not suitable for interpolating tidal data
because it cannot account for the large differences in tidal characteristics across land features such
as peninsulas.

A second method is numerical circulation modeling (Stawarz and Metzner, 1994; Schmalz, 1996), in
which a model is used to determine both the instantaneous water level with respect to MSL and, with
a sufficiently long time series, the difference between MSL and MLLW. Although the application of
hydrodynamic models is potentially the most accurate approach to determining tidal constituents
because these models simulate the dynamics of time-dependent, shallow-water tidal wave motion, in
practice numerical circulation models typically require a long time (months to years) to develop to
a state where they meet the required accuracies (for examples of accuracy requirements, see National
. Ocean Service, 1999). In contrast, TCARI was developed so that existing gauge and historical data
can be utilized rapidly (on the order of months). In addition, although numerical models are usually
calibrated using gauge data, they may not perfectly match the data at the gauges. TCARI, however, uses
the gauge data so as to exactly match values where they are available (although this inevitably raises
questions about data quality and the spatial density of gauges).

A third method is to generate a tidal datum surface by first selecting a field that has already been
referenced to the ellipsoid (the geoid, for example) and then generating a new surface by minimizing
the error at the stations with known values (Mller and Groten, 1992). However, the MSL is known
to depart significantly from the geoid because of the effects of currents.
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3. INTERPOLATION BY SOLUTION OF LAPLACE’S EQUATION
3.1. Laplace’s Equation

The method chosen for spatial interpolation is to describe the variable (offset, amplitude or phase)
as a two-dimension field, select a field equation that describes the spatial distribution, then compute
the numerical solution of that equation. First we let the arbitrary variable G(x, y) represent the offset,
amplitude, or phase (or any other property). We then assume that the variable obeys the two-
dimensional Laplace’s Equation (LE)

2 2
%§+%%ﬂ) 3.1)

and that G matches the observed value at the locations where data are available,
G(x,,y,)=G? ' (3.2)

The LE was chosen because, in one dimension, it gives a solution that has a constant slope between
data points. In two dimensions, the solution between three data points can be a flat plane. A planar
solution is desirable because it is the simplest way to interpolate between data points, even though
it does not incorporate any tidal physics. Another attractive feature of a numerical LE solution is that
information on tidal constituents in one grid point will be related to the values in adjacent grid points,
and will thus be able to propagate information around corners. Finally, note that this is the equation
in mathematical physics that describes the temperature distribution in an insulated plate of constant
thickness and constant heat conduction coefficients. :

The LE approach will produce an objectively interpolated field for amplitude and phase, although
without including any tidal physics such as wave speed, friction, or depth variation. Since amplitude
and phase are computed independently, natural distributions such as amphidromes will not be
accurately reproduced. A potentially more accurate approach, which is based on the solution of
linearized, single-constituent tide wave equation in a constant-depth basin, solves for amplitude and
phase together. A short discussion appears in Appendix A.

Straightforward application of Eqn. 3.1 to a typical geographic area would result in a very large
number of fields. In addition to the field for the offset, there would be 74 fields, because for the NOS
standard suite of 37 tidal constituents, two fields (i.e., an amplitude field and a phase field) are needed
for each constituent. And for the residual water level, anew field would have to be generated for each
time a new observation were available; i.e., every 6 minutes. Therefore, to save computer time and
memory, the approach was extended by defining a set of weighting functions, g, such that

m=1

G(x,y) =Y, g(x,y,m) G, (3.3)
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where M is the number of locations where observations, G°, are available. The field g then obeys
Laplace’s equation

07g d’g ~0
ot oy | (.4)

and has a value of either zero or unity at the locations where observed values are available,

g(x,,y,m)=3, (3.5)

That is, for the selected station m, g is unity there but is zero at all the other stations, i. This approach
is faster and simpler than solving Eqn. 3.1 because it requires that only one solution field be
calculated for each water level station for which there are data. After that, the G field is constructed
from Eqn. 3.3 using whatever data is desired. In addition, whenever updated values of the
observations become available, there is no need to recompute the g functions.

3.2. Boundary Conditions

Boundary conditions for G and g are needed at water level stations, ocean boundaries, and land
boundaries. As discussed above, at station locations where observed values are available, the
boundary condition are Eqns. 3.2 and 3.5. The ocean boundary condition is that g has a zero slope in
the normal direction,

e | : (3.6)

where { is the direction normal to the boundary. The boundary condition for G is obtained by
substituting G for g in Eqn. 3.6. At land boundaries, the zero slope condition (Eqn. 3.6) is an obvious
possibility. However, this condition (which is analogous to a thermally-insulated boundary in the heat
flux case) proved to cause the localized packing of contours around the data points, especially near
corners, which is not realistic in many cases. Therefore, a second boundary condition was developed.
This condition is based on the concept that the variation of g near the shore is determined by the
variation in the water level a small distance away from the shore. This is implemented by setting the
boundary slope to be proportional to the mean interior slope, i.e.,

ds_ %

-1 3.7
a o 3.7

where the overbar represents the spatial average (over the few surrounding cells) of the derivative
and the proportionality constant is restricted by

0<a<l1 v (3.8)
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This approach allows the zero normal condition to be implemented by simply setting &= 0 and the
full proportionality condition by setting a=1.

3.3. Natural Distributions of Corange and Cophase Lines

The actual spatial distribution of constant amplitude (corange) and constant phase (cophase) lines will
be needed to evaluate the parameter ¢ In Chesapeake Bay (Browne and Fischer, 1988), cophase lines
tended to be normal to the boundary, but if the shore tends to be shallow, then cophase lines curve to
give a near-shore phase lag. Corange lines (i.e., lines of constant amplitude) did not show a simple
pattern, but were oriented both normal and parallel to the shore. Data on both observed and
numerically-simulated tides in Tampa Bay (Zervas, 1993) show again that cophase lines tended to be
normal to the shore, but corange lines were oriented both normal and parallel to the shore.

Defant (1961) presents a summary of information on the distributions of corange and cophase lines
for the North Sea, the Baltic, the English Channel, the Irish Sea, the Adriatic, the Black Sea, the
Persian Gulf, the Indonesian Archipelago, the Eastern China Sea, the Sea of Japan, the Okhotsk Sea,
the Gulf of Mexico, the Gulf of St. Lawrence, the North Siberian Shelf. Cophase lines tend to intersect
the land at near-normal angles when (1) they are radiating around amphidromic systems and (2) in

long, narrow embayments. Corange lines, which intersect and are roughly normal to cophase lines,
show evidence of being oriented both normally and parallel to the shore.

Thus it appears that no single value of « will correctly describe all natural distributions.
Experimentation will therefore be necessary to settle on a useful value.

3.4. Solution by Finite Differences

The solution to the LE is approximated by the numerical equivalent. For cells equally spaced in each
- direction, the finite difference form of Eqn. 3.4 at location i, j and iteration k is

k k
8y t gik—l,j +8imt gi]ij—l —4gilfj =0 3.9

Solving for g*;; gives an estimate that solves the equation

8ij =%(gilil,j+gik-l,j+gi,fj+l+gz{fj—l) - (310

where g* is an intermediate solution. Using the method of successive over-re]axatlon (SOR) (Press
et al., 1992), the next estimate (i.e., at iteration k+1) is obtained by

k+l

g =g +(1-0)g;; (3.11)

where 1 < w< 2. The array g is iterated until the following convergence criterion was met:
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maxl ght— gk j| < &(max(G2) - min(G?)) (3.12)

L]

Good results were obtained for £= 5 x 10~. The final values of the numerical solution, and in fact
convergence itself, was highly sensitive to the exact form of the boundary conditions. Therefore,
considerable time was spent in testing different forms.

3.5. Grid Generation

The numerical solution to the Laplace’s Equation can only be determined by solving the equations on
a grid composed of square cells representing either land or water. The grid is generated from (a) the
window in latitude-longitude space, (b) the cell width, (c) the coastline (defined as a set of latitude-
longitude pairs), and (d) the location of one water point. No bathymetric data are required.

The process is as follows. First, a geographic window is selected. It is specified by the longitude
limits (lonmax, lonmin) and the latitude limits ( latmax, and latmin). Then, given a cell width, wcell
(in nautical miles), a grid of undifferentiated cells is generated by dividing the width into Imax
intervals and height into Jmax intervals, where

o

wceell

Imax = (lonmax — lonmin)

(3.13)

a

weell

Jmax = (latmax — latmin)

where C, and C, convert degrees to nmi. wcell should be considered a nominal value. Since Irmax and
Jmax are integer values, the division of either the width by Imax or the height by Jmax will result in
actual cell widths that are slightly larger or smaller than wcell. This distortion is small (less than 1%)
when Imax and Jmax are large and is ignored in the numerical solution.

Next, the land-water boundary in this grid is determined by checking all cells that (a) contain at least
one point in the coastline data file, or (b) are intersected by a line drawn between points defining the
coastline. Finally, starting from the known water point, all cells adjacent to it which are not tagged
as the land-water boundary are also set to represent water. The remaining cells are therefore land. The
land-water boundary cells are set to either land or water.

In general, the generation of grids for complex coastlines requires serious consideration. First, the

window must be selected so it covers the entire area of the bay to be zoned. If there is coastal ocean
within the window(which is the usual case), the method requires that the coastline file contain data
points outside the window; if not, the process of filling land points will run around the end of the
coastline and all cells will be turned into water. Cells, which are square, should be small enough so
that important features such as entrances and straits will have at least two or three cells across them,
although the computation is faster with larger cells.
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3.6. Rectangular Basin Test Case

For the test cases, the water area is a simple six-sided region with parallel sides. The six corners are
specified by latitude-longitude pairs. For a window bounded by latitudes 28° 54’ and 29° 50’ and by
longitudes -95° 20’ and -94° 5’ and wcell = 0.5 nmi, the resulting grids (one oriented so that its sides
are parallel to the borders of the window, and another rotated 45 degrees clockwise) are shown in
Figures 3.1a and 3.1b.
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Figure 3.1a. Grid for rectangular test Figure 3.1b. Grid for the rectangular
region. Cells are 0.5 nmi on a side. test region, but rotated 45 degrees.

A set of test cases was developed to implement and refine the numerical scheme. The basin has
straight sides and occupies a region approximately the size of Galveston Bay. A grid (Figure 3.1a)
was then generated which had square cells measuring 0.5 nautical mile on a side. The resulting grid
array had dimensions 87 by 100, and approximately 36% represented water. The maximum width and
height of the basin was 59 cells. The test cases consist of finding the solution with four different
boundary conditions. For each test cast, the boundary values consisted of setting G°= 100 in the lower
left corner and G°= 0 on the right side about two-thirds the way up.

For the first test cast, the boundary condition is zero gradient in the normal and tangential directions.
The solution for this case (@ = 0) is shown in Figure 3.2a. The solution was achieved after 698
iterations using £= 1.25 x 10~. Although contour lines intersect the side as required, contours are
packed around the two locations where the input values are given (Points A and B in the figure). This
undesirable packing results naturally from the solution of the LE and this specific boundary condition,
which are analogous to a temperature distribution with thermally-insulated boundaries, and is
characteristic of a saddle point. - '
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Rotated basin, o= 0.0 : Rotated basin, a=1.0

- Figure 32 Solution for G in an idealized basin, solving Laplace’s Equation with boundary values of
G° =100 at point A and G° = 0 at point B for two values of . :
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At the opposite extreme, using the full extrapolation (& = 1) produces a different set of contours
(Figure 3.2b). This solution required 1419 iterations to complete and results from the condition that
the gradient of G in each spatial direction is a constant. This solution is mush less affected by
boundary influence than the previous solution. The lines are approximately straight in the lower left
corner (Points A), and have nearly uniform spacing; this solution approximates the idealized solution
of a flat plane.

‘A severe test of the numerical solution is to see whether the same solution results when the basin is
rotated by 45 degrees. The solution for &= 0 (Figure 3.2c) and o= 1 (Figure 3.2d) show that the
unrotated solution is reproduced to within about 5, which is 5% of the full scale. Maximum
displacement of the contours was about 10 cells (5 km) and occurred near the center of the basin.
Since this level of error is relatively small,, the numerical scheme is judged to be acceptable. The
number of iterations required were 717 and 651 for =0 and 1, respectively.

In each basin, the contours for = 1 are slightly curved. The curvature can be reduced by taking a
smaller value for £or a smaller grid size, although convergence requires a larger number of iterations.
Also, the above distributions were created by solving Eqn. 3.1 for G(x, y) with the boundary input
values O=100 at point A and O=0 at point B. An equivalent distribution can be generated by solving
the Eqn. 3.4 for g(x, y), then solving Eqn. 3.3 for G(x,y). Comparison of the two solutions shows
differences of less than 1% of full scale.

Neither of the distributions shown in Figure 3.2 is entirely realistic as compared to cotide or cophase
lines. An intermediate solution, one which has contours approaching normal intersection with the coast
but without the packing of contours around the input boundary locations, can be generated by setting
ato an intermediate value. The solution for o= 0.9 is shown in Figure 3.3.

A final point to consider about the test boundary values (G° = 100, G° = 0) is that, if G° represents
phase angle in degrees, then G° = 0 is equivalent to G’ = 360. The solution for this case would be
significantly different. One approach is to spatially interpolate the sine and cosine values separately,
then add them together. In this case the field G is generated by

Y, 8(x, y,k)sin(Gy)
G(x,y)=tan| ! ‘ (3.14)
Z} g

g(x,y,k)cos(G)

For G° =100 degrees at point A and G° =0 degrees at point B, the result is shown in Figure 3.4. The
field generated this way has slightly more uniform spacing of contours, and the maximum difference
is approximately 5 degrees.
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Figure 3.3. Contours created by spatial Figure 3.4. Contours created by spatial

interpolation of values G° = 100 at point A interpolation of the sine and cosine of values
and G° = 10 at point B (= 0.9). G° =100 at point A and G° = 10 at point B
: (x=0.9).

The difference between the two solutions was studied by setting up an analytical case. The angle
varied between 0 degrees at one end and a different value (from 20 degrees to 110 degrees) at the
other. Two solutions were determined, one by linear interpolation of the angle, the other by linear
interpolation of the sine and cosine of the angle and a reconstruction by the arctangent. The table
below shows the maximum difference (in degrees) between the solutions as a function of the
difference between the end values. The difference in solutions is less than 1 degree when the
difference between end values is less than about 58 degrees.

Table 3.1. For an angle varying from Odegrees at one end to a range of values at the
other end, the maximum difference (degrees) between the solutions obtained by (1)
" linear interpolation between the end angles and (2) linear interpolation between the
sine and cosine of the end angles, then reconstruction of the angle by the arctangent.

End Angle - 110 | 100 | 90 | 80 | 70 | 60 | 50 | 40 | 30 | 20
Difference in 78 155140271811 ]060.3/0.1]0.04
Solution Angles ’
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4. APPLICATION TO GALVESTON BAY

Galveston Bay was selected as the next test case because it was the site of an intensive water level
data collection project during 1995 (Huff and Gallagher, 1996). The Bay has recent tide data,
ellipsoidally-referenced water level data (WGS-84), and a numerical circulation model developed
by Schmalz (1996). '

4.1. Ship Track Data

During the summer of 1995, extensive measurements of water levels referenced to the WGS-84
ellipsoid were made from a small craft traveling around Galveston Bay as part of a NOAA research
program (Huff and Gallagher, 1996). The locations where the 618 measurements were made are
shown on Figure 4.1. The accuracy of these measurements is discussed in Section 4.8.

Figure 4.1. Galveston Bay locations (denoted by a ‘+’)
of ellipsoidally-referenced water level measurements.
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Most of the measurements were made in the mid-bay region along a triangular course with vertices
close to operating NOS water level gauges. At each of the observations the time, location (latitude and
longitude), water level relative to the ellipsoid, and ship speed are known. The measurements were
made on 17 days beginning June 13 (day 164) and ending July 7 (day 188).

4.2. Water Level and Model Data

There are 14 water level stations which had tide data used in this study. Their locations are shown
in Figure 4.2. During the NOAA research program, contemporary water level time series

-----------------------------
........................................

............................
............................
................

................

.................

............... 29_‘

............... 1]

A stk TN ]

.............. Trinity Ri Ch ATqg3; . 0923
2g ¢ e m e e e e e e e e 1021 T High Is.,q1
B 1013 . ver Pass 301

1328. Port Bolivor

TN 29

- . 20-
ﬁ i 1624 1
s /ﬂ 0 Pier 21 -+ ]

* #1s10 GPS Buoy

Pleasure PLer

.......................................

Figure 4.2. Locations (“+”),_numbers, and names of 14 water level gauges that supplied data used
in this study. The station numbers shown are the last four digits of the seven-digit number; the first
three digits are 877.
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measurements were made by NOS and the Conrad Blucher Institute (CBI) of Texas A. and M.
University at Corpus Christi. These included 12 shore-based stations, a station located on a platform
near the Houston Ship Channel (877-1021), and a temporary, offshore location on a GPS-fitted buoy
(877-1624). Time series (at both 6-minute and hourly intervals) are available at 10 locations within
the Galveston Bay and coastal region, and tidal constituents were available for those stations. In
addition, tidal constituent data derived from past measurements were available at the other four
stations. Eight stations had a datum (usually Mean Tide Level, which is equivalent to MSL) referenced
to the ellipsoid. The data available at each location are shown in Table 4.1. A listing of the tidal
“constituents and details of the harmonic analysis methods is given in Appendix B.

Table 4.1. Tide and related data used in the ship track data comparison. Columns show the location
name, the institute (Ins) which collected the data (NOS or CBI), the station number, the number of
constituents available (NC), whether an observed time series (Obs) is available, and the offset H, and
WGS-84 ellipsoidal datum Hj, in meters (H values from Schmalz, 1996). na means not available.

No. | Name ‘ Ins Sta. Num NC Obs H, Hg
1 Round Pt. CBI 877-0559 37 v 0.213 -29.014
2 Morgans Pt. CBI . 877-0613 37 v 0.198 -29.053
3 Umbrella Pt. NOS 877-0625 37 na na na
4 High Island | NOS 877-0923 37 na 0.366 na
5 Smith Pt. NOS 877-0931 37 v 0.195 -28.845
6 Rollover Pass NOS 877-0971 37 na | 0.213 -28.725
7 Eagle‘Pt. CBI 877-1013 37 4 0.174 -28.775
8 Trinity River Chn. NOS 877-1021 20 v 0.177 na
9 Port Bolivar CBI 877-1328 37 v 0.214 -28.624
10 Galveston, Pier 21 NOS 877-1450 37 v 0.253 na
11 | Tiki Is. NOS 877-1481 23 na na na
12 | Pleasure Pier NOS 877-1510 Y v 0.366 -28.537
13 GPS Buoy NOS 877-1624 25 v na na -
14 | Alligator Pt. NOS 877-1801 37 v 0.092 na

Another part of the NOAA project was the development of a numerical circulation model of the Bay
(Schmalz, 1996). The model was calibrated for the survey period and produced tidal constituent
amplitudes and phases. These will be discussed in Section 4.4. A description of the model appears
in Appendix C. ‘
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4.3. Grid and Weighting Functions

Application of the LE method described in Section 3 for interpolation requires the generation of a
numerical grid and the subsequent computation of influence functions. The numerical grid was
generated using a digital coastline file (Figure 4.3). A cell size (wcell) of 0.35 nmi was chosen
because it approximates the mean size of the numerical model’s cells and it is small enough to include
most of the important narrow channels such as the entrance to the Bay. For the longitude limits
(lonmax=94° 18', lonmin=-95° 20"), Imax=134, and for the latitude limits (latmax= 29° 50,
latmin=28° 52'), Jmax=165. The actual cell width is 0.351 nmi and the height is 0.352 nmi.
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Figure 4.3. Grid generated by coastline for solving the LE in Galveston Bay. Cell widths
are 0.35 nmi.
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Editing of the grid was necessary. To insure that all the major water bodies were included in the grid,
five cells were forced to be water by editing. These included one cell near Tiki Island, two cells near
the southeastern end of the Texas City Channel spoil island, and two cells near the southwest entrance
to the Bay at San Luis Pass. Also, the positions of a few tide gauges were adjusted by 0.1 or 0.2 nmi
to insure that the gauges were not enclosed by land. Finally, although the cell size is not small enough
to resolve the Galveston Channel (which separates Pelican Island from the city of Galveston), the Pier
21 gauge (877-1450) was automatically included as a water cell (as are all tide gauge cells).

The weighting functions were
computed for each set of variables.
For the tidal constituents, all 14
locations were used. For the residual
water levels, only 9 of the 10
locations were used: the GPS-fitted
buoy observations were not used
since there were significant gaps in
the data. G fields were computed for
the offset (the MSL-to-MLLW
difference) and the . ellipsoidally-
referenced MSL datum.

An example of one of the weighting
functions is shown in Figure 4.4. The
function, g, is shown for the tidal
constituents at station 877-0931 at
Smith Point. The function has the
value 100 there and has the value O at
all other water level locations. There
are 12 other distributions, one each
for the other water level gauge
locations. The function shows at any
location throughout the bay what
percentage of a field, such as a
constituent’s phase, is due to the
value at the Smith Point gauge.

Figure 4.4. Weighting function g(x, y) for the water level
station at Smith Point (877-0931). Contours are lines showing
the percentage of the final interpolated field value that is due
to the value at Smith Point.
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4.4. Constituent Interpolation

The distribution of the M, tide was chosen for the first test. The distribution of the epoch angle as
generated by the hydrodynamic model (Appendix C) and by the LE method are shown in Figure 4.5.
The LE model parameter o (0.9) was calibrated to provide the best fit in the lower portion of the Bay
where the phase increases from 110 degrees at the entrance to 210degrees in mid-bay. Remember that -
the LE distribution method matches the data at the water level gauge stations, while the modeled
distribution does not necessarily match. For the stations in the portion of the Bay shown in the figure,
the model’s error ranges from -11.5 degrees at Morgans Point to 28.7 degrees at Eagle Point
(Appendix C). '

Figure 4.5a. Distribution of M2 epoch (local)  Figure 4.5b. Distribution of the M, epoch
from the numerical model. ‘(local) from the LE interpolation method.

A comparison of the M, amplitudes generated by each method (Figure 4.6) show that the overall
pattern of the distribution differs more than in the previous comparison, although the amplitudes are
similar. For the stations in the portion of the Bay shown in the figure, the model’s error ranges from
-2 cm at Pleasure Pier to 0.7 cm at Eagle Point (Appendix C).
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Figure 4.6a. Distribution of M, amplitude (cm) Figure 4.6b. Distribution of M, amplitude (cm)
from the numerical model. from the TCARI method. ‘

Plots of the distributions of the epochs and amplitudes of the K, O,, and P, constituents (which, along
with the M, comprise the four largest in amplitude) generated by the numerical model and the TCARI
method are shown in Appendix D.

4.5. Residual Water Levels

The residual water level is generated from Eqn. 2.10 using data taken at the set of tide gauges for
which both constituents and an observed, hourly water level time series are available. The residual
is the observed water level minus the reconstructed astronomical tide. A plot of the residual water
levels for the period of the NOAA research project is shown in Figure 4.7. The water levels show
events at Days 163 and 170 that seem to originate from outside the Bay, and an event at Day 187 that
seems to be confined to inside the Bay. ‘
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Figure 4.7. Residual water levels in Galveston Bay during 1995. Stations plotted nearer the

bottom are nearer the Galveston entrance. The top row shows the demeaned kinematic GPS
measurements.
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4.6. The Offset and Datum

The offset, H,, defined as the difference between MSL and MLLW (or the elevation of MSL relative
to MLLW), and the datum, H, (the elevation of MSL relative to the WGS-84 ellipsoid) are shown in
Figure 4.8. The distributions were generated by the LE method and used the values shown in Table
4.1. ~ '

Figure 4.8a. H,, , the offset (m) (MSL Figure 4.8b. H,, the datum (m) (MSL
minus MLLW). Contour interval is relative to the ellipsoid). Contour
0.01m. interval is 0.10 m.

4.7. Sensitivity Tests

TCARI-generated, ellipsoidally-referenced water levels were computed according to the methods
described in Section 2.5 and compared to the measured values in Galveston Bay. The operative
equation for the ellipsoidally-referenced water levels is

Dips=n,+ 1, + H, (2.13)

where D’ is the ellipsoidally-referenced water level, 7, the astronomical tide relative to MSL, 7,
the residual water level, and H is the ellipsoidally-referenced MSL. Because of the lack of reliability
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in the values of the amplitude and phase of the long-period constituents (Mm, Mf, Msf, Ssa, and Sa),
these constituents were masked out in the calculation of the astronomical tides; the net effect was to
shift them to the residual water levels. Ateach time of a ship-based measurement, a TCARI prediction
of the water level was made at the four grid cells surrounding the location of the ship; the water level
value at the precise location of the ship was then computed using bi-linear interpolation.

Benchmark Tests

Tests of the sensitivity of the solution were carried out after a benchmark run was completed. Out of -
618 observed values, 557 were used in the comparisons; values not used fell on grid land cells. For
the benchmark run, which used hourly water levels observations, the mean error was 0.01 cm, the
RMS error was 9.7 cm, and the maximum error was 27.1 cm. An analysis of the data showed that
relatively large errors of consistent sign occurred for the water levels measured near the GPS-fitted
buoy (the TCARI predictions were about 13 cm too low). This error is probably due to the absence
of ameasured offset for that location. When these measurements were excluded from the comparison,
the RMS error dropped to 8.8 cm. ~

The first set of sensitivity tests involved changing the key parameters in the TCARI method. These are
the following (the benchmark values appear in parentheses): the grid size, wcell (0.35 nmi); the
boundary slope condition coefficient, (0.9); the coastline Index (0); and the error ratio, £(5 x 10%).
The coastline index sets the coastline cells to either O for land or 1 for water. The new values tested
were: weell =0.175 nmi, a=1.0, Index=1, and £=5 x 10*. With the exception of excluding the GPS-
fitted buoy values, the accuracy was only modestly affected by changes in the parameter values (Table
4.2).

Table 4.2. Results of the benchmark run and the sensitivity tests. Errors are in cm.

Run Mean Error | RMS Error | Max. Error
Benchmark 0.01 9.7 27.1
Exclude GPS Buoy \ 1.5 8.8 27.1
Change wecell from 0.35 to 0.175 0.6 9.9 27.7
Change ¢ from 0.9 to 1.0 0.02 9.7 27.2
Change Coastline Index from O to 1 -1.7 9.6 28.8
Change &from 5 x 105 to 5 x 10* -0.2 10.1 27.3

Hourly vs. 6-Minute Water Levels

The second set of tests involved the use of 6-minute water level observations instead of the hourly
values. During initial TCARI development, the 6-minute data were not used because there were
significant gaps (greater than 2 hours) in the data files for stations 877-0931, 877-0559, and 877-1328.
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The maximum gap was 44.7 hours. The TCARI program was revised so it uses the 6-minute data if
they are available, and uses the hourly data if the 6-minute data are unavailable. The use of six-minute
data gave a lower error (Table 4.3).

Table 4.3. Results from the use of hourly or 6-minute observed data for the calculation of the residual
water levels. Errors are in cm: Skip Gaps means that when the water level data were missing, the ship
track data were not used. Interpolate means that the water level for the required time was interpolated
from the observed data, regardless of the time gap. Substitute means that when the water level
interpolated from the 6-minute values was missing (the gap was greater than 1 hour), the water level
interpolated from the hourly values was substituted. Num. Gaps is the number of data points that were

skipped because of missing 6-minute data.
Run MeanError | RMSEmor | Max Error | Num.Gaps
Hourly (Benchmark) 0.01 9.7 27.1 0
6-Min, Skip Gaps -0.01 8.4 24.6 112
6-Min, Interpolate 0.6 8.3 24.6 0
6-Min, Substitute 0.4 8.4 24.6 0

Interpolation Variables

A third test of sensitivity was to alter the parameters that were subject to interpolation. In full TCARI,

- the tidal component of the water level is generated from the interpolated constituent amplitudes and

phases, and the residual water level is interpolated directly. For the first test, the tidal component was

zeroed out and total water level at the gauges was interpolated directly. For the second test, the

residual water level was zeroed out, so that the water level at the ship location was only the tidal
component. The results (Table 4.4) show that full TCARI gave the smallest errors.

Table 4.4. Results for full TCARYI, total water level interpolation, and ignoring the residual water

level. Errors are in cm.

Run Mean Error Std. Dev. RMS Error Max. Error
Full TCARI 0.5 8.4 8.4 24.6
Interpolate Total W.L. 0.3 8.6 - 8.6 24.8

| No Residual W.L. 5.6 11.7 12.3 424
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4.8. Accuracy Tests
Accuracy of the GPS Watér Level Data

Huff and Gallagher (1996) estimated the error in the measurements using two sets of data, each subject
to specific restrictions. For Set 1, the restrictions was: (1) the ship was within 2.5 km of one of four
gauges (Port Bolivar, Smith Point, Trinity River Channel Platform, and Eagle Point), (2) ship speed
was less than 0.5 m/s, (3) the GPS data for the relevant 6-minute interval had a relatively small
number of erroneous values (less than 16%), and (4) the RMS deviation from the 6-minute mean of
the 1-second samples measured at the water level gauge was less than 6 cm. Their result was that the
GPS measurements of water level had a mean error of 0.07 cm and a standard deviation (SD) of 4.7
cm. For Set 2, the restrictions were: (1) the ship was within 5.0 km of one of the four gauges, (2) ship
speed was less than 15 m/s, and (3) the RMS deviation was less than 30 cm. Their result was that
the mean error was 2.13 cm, the RMS error was 9.1 cm, and the SD was 9.0 cm. The errors for the
second set are probably more representative of errors in all the data.

Accuracy of TCARI Near the Tide Gauges

The TCARI method was applied to measurements that, for simplicity, met only the first two criteria
of the second set. (Since TCARI will exactly match the measured water levels at the gauges, use of
Set 1 data will not provide useful data.) The predicted water levels had a mean error of 3.0 cm, RMS
of 8.3 cm, and an SD of 7.8 cm. Since these errors are approximately equal to those of the
measurements, we conclude that the TCARI water levels are consistent with what was measured by
post-processed kinematic GPS near the gauges (Table 4.5).

Table 4.5. Results from the accuracy tests. Errors are in cm. In Huff and Gallagher (1996), GPS
measured water levels were compared to water levels observed at four gauges. In TCARI, the

predicted water levels (which match exactly at the gauges) were compared to those measured in Huff
and Gallagher, Set 2.

Method Mean Error Std. Dev. RMS Error Max. Error
Huff & Gallagher, Set 1 0.0 4.7 4.7 -
Huff & Gallagher, Set 2 2.1 9.0 9.1 -
TCARI 3.0 7.8 83 24.6

Accuracy of Discrete Tide Zoning

Tide zoning corrections, h,*, for the data were generated using the polygons shown in Figure 2.1, the
6-minute water level observations, and the range ratio and time lag data for each polygon. Not all the
measured water level locations lie within the tide-zoned area; of the 618 measurements, 536 had
corresponding corrections. A direct comparison of the tide corrections with the measured water levels
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is not possible because tide zoning does not provide a distribution of the MLLW field relative to the
ellipsoid. However, TCARI does. Therefore, an estimate of the ellipsoidally-referenced water level
which incorporates the tide-zoned correction and the TCARI-generated offsets was computed as
follows

Dl =h,—H,+H, @.D

where D” ¢p; is the ellipsoidally-referenced water level and H,, is the spatially-interpolated (using
LE functions) datum offset (MSL minus MILLLW). As before, 481 points were used in the comparisons.

Three sets of estimated ellipsoidally-referenced water levels were generated. Each set consists of an
estimate generated using the standard tide zoning method for corrections; and an estimate based on the
standard method, but with spatially-interpolated corrections. In the second method, the interpolated
value is the weighted mean of the original correction and the corrections in adjacent zones. The

weights are equal to the fraction of the area of a circle that lies in the respective zones; the circle has
- anorigin at the center of area of the original zone and has a radius equal to the area of the zone divided
by its perimeter. The first set of estimates was based on the preliminary tide zoning corrections.
Preliminary corrections were generated using the 6-minute water level observations from a single
water level gauge, that at Pleasure Pier (877-1450). The corrections are termed preliminary because
data from only a single water level gauge were used. The second set of estimates was based on the
final zoning corrections. The final corrections had access to the 6-minute data from five stations (877-
0613,877-1013,877-1021, 877-1450, and 877-1510); data from three of the eight locations (stations
877-0559, 877-0931, and 877-1328) were not used because they had gaps. The third set of estimates
was like the second, but with access to all eight stations. The results are shown in Table 4.6.

Table 4.6. Errors (cm) based on water levels estimates using tide zoned corrections. Results are for
preliminary tide zoning (one station), final zoning with five stations, and final zoning with eight
stations.

Tide Zoning Method Mean Error Std. Dev. RMS Error Max. Error

Preliminary -54 7.4 9.2 339
Preliminary, Interpolated 54 7.4 9.2 34.2
Final, 5 Stations -6.4 7.8 10.1 38.2
Final, 5 Stations, Interpolated 64 7.6 9.9 3838
Final, 8 Stations 6.0 73 9.4 38.2
Final, 8 Stations, Interpolated 60 7.0 92 38.8
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The corrections from final tide zoning were less accurate than those from preliminary zoning. This may
be partially due to the fact that, for GPS observations in the zone containing Galveston Pier 21 (877-
1450), the water levels from the Port Bolivar (877-1328) gauge, not the Pier 21 gauge, were used to
compute the corrections.

Comparison of TCARI with Tide Zoning

A major objective of this study is to compare the results of TCARI with those of discrete tide zoning.
A plot of the corrections produced by each method is shown in Figure 4.9. Not all the measured water
level locations lie within the tide-zoned area; of the 618 measurements, 536 had corresponding
corrections, and of these, 481 also had a TCARI-generated offset value. The TCARI corrections are .
generally greater than the zoning corrections; the reason for this will be discussed below. This direct
comparison has limited value because there is yet no way to determine which one is more correct.
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Figure 4.9. Scatter plot showing the corrections determined by
tide zoning and those determined by TCARI. The correlation
coefficient is 0.861.

However, since both the tide-zoned estimates and the TCARI estimates depend on Hp, a reliable
assessment of the relative accuracies of discrete tide zoning and TCARI can be made only ifthe error
contribution of Hy, is small. A comparison of the errors for zoning and TCARI was made using only
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the points where both were available. The results (Table 4.7) shown that tide zoning is generally less
accurate than the TCARI method. '

Table 4.7. Results from comparing errors in water level estimates using spatially-interpolated
discrete tide zoning (both preliminary and final) corrections and TCARI when the same set of
observations was used. Errors are in cm. ‘

Method Mean Error Std. Dev. RMS Error | Max. Error
Preliminary Zoning -54 74 9.2 34.2
TCARI 1.9 7.3 7.6 24.6
Final Zoning (8 Stations) 6.0 7.0 9.2 38.3
TCARI 1.6 73 7.5 24.6

Accuracy of the Numerical Model

The numerical model for Galveston Bay (Appendix C) was used to generate water levels for
comparison with the kinematic GPS measurements. The model was run for the month of June 1995 and
included tidal, density, and meteorological forcing. At each water level gauge the ellipsoidally-
referenced model datum (corresponding to z =0 in the model’s coordinate system) was computed by
assuming that the monthly mean of the modeled water level was equal to the monthly mean of the
ellipsoidally-referenced observed water level. An ellipsoidally-referenced model datum field was
generated by weighting the values of the ellipsoidally-referenced model datum at the water level
gauges. The weight at each cell for each gauge was the square of the inverse distance to the gauge,
normalized by the sum of the squares of the inverse distances to all gauges. The ellipsoidally-
referenced instantaneous water level was then computed as the sum the instantaneous modeled water
level and ellipsoidally-referenced model datum. Comparisons were made at 470 locations, and were
stratified based on distance from the nearest water level gauge and the speed of the ship. The RMS
difference for the numerical model was 15 cm, and there was no appreciable dependency on distance
or speed. The TCARI RMS error for the 453 June measurements which were located within a
numerical model water grid cell was 8.3 cm.

Summary

- To summarize, TCARI has produced realistic estimates of the water levels measured with kinematic
GPS (Huff and Gallagher, 1996). Better TCARI estimates are obtained when 6-minute observations
at the gauges are used, rather than the hourly data. The TCARI estimates appear to be better than those
produced by both preliminary and final tide zoning (without spatial interpolation), but those results
are dependent on an estimate of H, from TCARI and the assumption that H, has negligible error.
Results are summarized in Table 4.8 and a scatter plot of the measured water levels and the TCARI-
predicted values appears in Figure 4.10.
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Table 4.8. Mean and RMS error and standard deviation of the predicted water level as compared to
the measured water level in Galveston Bay using various methods of prediction. Errors are in cm.

Method Mean Error Std. Dev. RMS Error Max. Error
Numerical Model - - 15 -
Final Zoning -6.0 7.3 94 38.3
TCARI 1.6 7.3 7.5 24.6
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Figure 4.10. Scatter plot showing the kinematic GPS-measured water
levels and the TCARI-predicted water levels, both referenced to the
ellipsoid. The correlation coefficient is 0.863.
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5. APPLICATION TO SAN FRANCISCO BAY

5.1. Ship Track Data

Water level data were gathered in San Francisco Bay during 1997 as part of a NOS-sponsored study
(Huff et al., 1998). Figure 5.1 shows the location of the 968 locations where measurements of the
water level [referenced to the NAD 83 (86) ellipsoid] were made during March 6 to 10 and June 10
to 23. The data were processed to account for settlement in the water, which is a function of ship

speed.
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Figure 5.1. Location of water level measurements (denoted by a ‘+’) in San Francisco
Bay made by NOS during March and June of 1997.
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5.2. Water Level and Model Data

Historical NOS water level data was available at the 42 stations shown in Figure 5.2. Real-time data
were also available at three stations which are part of the NOS PORTS installation; these are San
Francisco (941-4290), Alameda (941-4750), and Richmond Chevron Pier (941-4863). Additional
water level data are available from Dumbarton Bridge (941-4509). Tidal constituent amphtudes and
epochs, and information on the harmonic analyses is given in Appendlx E.
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Figure 5.2. Present and past locatlons of N OS water level gauges in

- San Francisco Bay where tidal constituent and/or time series data were
used. NOS station numbers are as above but preceded by a 941. Station
names are given in Appendix E.
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Ellipsoidally-referenced [NAD 83 (86)] MSL is available for the PORTS gauges. The values are
-31.631 m for San Francisco, -31.462 m for Alameda, and -31.355 m for Richmond Chevron Pier.

A numerical circulation model for the Bay, called the Tidal, Residual, Intertidal Mudflat (TRIM)
model (Cheng, et al., 1993), provides additional tidal data. The model was developed and calibrated
for the astronomical tide, and plots were generated of the amplitudes and epochs of the M, and K tidal
constituents. The modeled distributions will be used for comparison to the TCARI-generated
distributions. The TRIM model employs two-dimensional, depth-averaged Eulerian equations of water
level, velocity, and density (which is related to salinity by a simplified equation of state that is
independent of temperature). Horizontal advection of momentum is treated by an imbedded Lagrangian
numerical scheme. Numerical calculations were made on two grids composed o