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Abstract 
A “seeded fault test,” in support of a rotorcraft condition based maintenance program (CBM), is an 

experiment in which a component is tested with a known fault while health monitoring data is collected. 
These tests are performed at operating conditions comparable to operating conditions the component 
would be exposed to while installed on the aircraft. Performance of seeded fault tests is one method used 
to provide evidence that a Health Usage Monitoring System (HUMS) can replace current maintenance 
practices required for aircraft airworthiness. Actual in-service experience of the HUMS detecting a 
component fault is another validation method. This paper will discuss a hybrid validation approach that 
combines in service-data with seeded fault tests. For this approach, existing in-service HUMS flight data 
from a naturally occurring component fault will be used to define a component seeded fault test. An 
example, using spiral bevel gears as the targeted component, will be presented. Since the U.S. Army has 
begun to develop standards for using seeded fault tests for HUMS validation, the hybrid approach will be 
mapped to the steps defined within their Aeronautical Design Standard Handbook for CBM. This paper 
will step through their defined processes, and identify additional steps that may be required when using 
component test rig fault tests to demonstrate helicopter CI performance. The discussion within this paper 
will provide the reader with a better appreciation for the challenges faced when defining a seeded fault 
test for HUMS validation.  

Acronyms 

AC  Advisory Circular 
ADS  Aeronautical Design Standard  
AGMA  American Gear Manufacturers Association 
CAP  Civil Aviation Authority 
CBM  Condition Based Maintenance (CBM) 
CI Condition Indicator 
CR  Combat Readiness 
DAQ  Data Acquisition System 
FAA  Federal Aviation Administration 
FMECA Failure Mode Effects and Criticality Analysis 
FRF  Frequency Response Function 
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HDBK  Handbook 
HUMS Health Usage Monitoring Systems 
MDSS  Mechanisms Diagnostic System Software 
MSPU  Modern Signal Processing Unit 
NGB Nose Gear Box 
OEM  Original Equipment Manufacturer 
SC  Safety Center 
SI Condition Indicator: Sideband Index 
UK United Kingdom 
TDA Tear-Down Analysis 
VHM  Vibration Health Monitoring 
 

Background  
Helicopter transmission integrity is important to helicopter safety because helicopters depend on the 

power train for transmission of torque required for lift and flight maneuvering. Health Usage Monitoring 
Systems (HUMS) capable of predicting impending transmission component failure for “on-condition” 
maintenance have the potential to decrease operating and maintenance costs and increase safety and 
aircraft availability. HUMS can also be utilized to augment or reduce aircraft maintenance through the use 
of automated monitoring to extend the time between maintenance intervals. This is often employed even 
when the transmission contains life limited components. Within the context of this paper, on-condition 
means to replace time-based maintenance intervals with planned maintenance when HUMS “condition 
indicators” (CI) indicate decreased performance. These HUMS condition indicators are typically vibration 
signatures or trends that develop when a fault occurs on a component that affects the operation of the 
transmission or overall life of the components therein. A CI must be correlated to a known failure mode 
that could lead to a failure mode within the transmission to reliably reflect the health of the system.  

Civilian rotorcraft manufacturers are requesting “maintenance credits” from the Federal Aviation 
Administration (FAA) for installation of HUMS on their aircraft. Maintenance credits are modified 
inspection and removal criteria of components based on HUMS measured condition and actual usage. 
FAA published Advisory Circular (AC) 29–2C, Section MG–15, Airworthiness Approval of Rotorcraft 
(HUMS), to provide guidance for achieving airworthiness approval for credit validation for a full range of 
HUMS applications (Ref. 1). Credit validation includes evidence of effectiveness for the developed 
algorithms that includes acceptance limits, trend setting data, tests and the demonstration methods 
employed, knowledge of the failure mode and damage progression rate. These methods can include using 
data from naturally occurring aircraft faults, components with seeded faults on an operational helicopter, 
and component seeded fault testing on a test stand (Ref. 2). Due to time, cost and safety concerns, direct 
evidence via actual service on aircraft is typically replaced with rig tests where a measurable and known 
component fault is checked against the CI and its thresholds. Component faults can also be allowed to 
progress to ascertain the level of damage and the damage progression rate. 

The Civil Aviation Authority (CAA) published another document, CAP 753, to provide guidance for 
U.K. operators using vibration health monitoring (VHM), defined as “data generated by processing 
vibration signals to detect incipient failures or degradation of mechanical integrity,” for helicopter rotor 
and drive systems (Ref. 3). Within this document, seeded fault testing is also mentioned as a validation 
method to demonstrate damage detection effectiveness for specific faults.  
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CIs can perform differently when taken from a component test stand or even a full-scale transmission 
test stand and implemented on an aircraft. One study evaluated CI data collected from faulted oil cooler 
bearings of two UH–60 Black Hawk helicopters. The faulted data was compared to CI data from ten 
helicopters with no bearing faults removed from fielded helicopters and installed in a test stand (Ref. 4). 
Results indicated the bearing CI measured on the helicopter and in the test stand responded differently to 
the damaged bearings. If data collected from a test rig is to be used to validate CI performance it must be 
shown that its performance can be maintained when installed on the aircraft. A methodology must be 
defined that verifies CI test stand performance can be maintained at a comparable level when monitored 
on the aircraft. Due to differences in both systems and their operational environments, response of a CI to 
a fault in a test stand may not be representative of a CI response in a helicopter. For these situations, CI 
performance limitations must be defined to understand the risks in using a test rig validated CI on a 
helicopter. 

Objectives and Approach  
The objective of this paper is to present a CI performance validation method that combines in-service 

data from helicopters with faulted spiral bevel gears from the field with seeded fault tests on spiral bevel 
gears. For this approach, existing in-service HUMS flight data from naturally occurring faults will be 
used to define the requirements for spiral bevel gear seeded fault tests. Spiral bevel gear sets were the 
components targeted for this analysis based on the availability of fleet flight data, tear down analyses, 
operational data and maintenance records. Gear CI data from AH64 nose gearboxes, on wing, when 
damaged occurred on the spiral bevel gears will be used to define seeded fault tests in a spiral bevel gear 
fatigue rig that enables comparison of CI performance in both datasets (Ref. 6). The tested gears were 
designed with comparable material, heat treatments and tooth contact loads as the helicopter gears.  

Using spiral bevel gears as an example, the hybrid approach will be mapped to standards for using 
seeded fault tests for HUMS validation presented in the U.S. Army Aeronautical Design Standard (ADS) 
Handbook (HDBK) for CBM (Ref. 5). This paper will step through processes defined within the 
handbook and identify additional steps that will be required when using component test rig fault tests to 
demonstrate helicopter CI performance. This hybrid approach will be used to better understand at what 
level does the system need to be designed to validate CI performance and in the future answer questions 
such as (1) What can we scale? (2) What can we simulate? (3) What can we quantify? and (4) How 
simple or complex do seeded faults need to be for CI validation?  

U.S. Army Seeded Fault Testing  
The U.S. Army uses test rig component tests for verification, CI maturation, and validation of CIs 

prior to their use on helicopters. This is due to the time and expense required obtaining statistically 
significant sets of failure progression data in a full-scale helicopter gearbox and the limited aircraft data 
available on damaged components. Appendix J, titled Seeded Fault Testing, of ADS–79 HDBK outlines 
the Army’s process for defining seeded fault testing to verify, mature, and validate condition indicators 
(CIs) (Ref. 5). Seeded fault, within the handbook, refers to initiating a known fault into a component to 
accelerate damage while monitoring its progression. Test operational conditions can also be used to 
initiate and accelerate naturally occurring faults.  

Within Appendix J, the Army provides a flowchart that outlines their process for seeded fault testing 
to transition to the aircraft, as shown in Figure 1. The process starts with a request from the appropriate 
Program Management (PM) Office concerning a component or assembly that is affecting either aircraft 
maintenance cost or availability. The component maintenance data and accident data is queried and 
reviewed as well as current CI performance. If limited naturally occurring field failures with supporting 
CI data and teardown analysis are available, a logical path to mature the CI is developed using seeded 
fault testing. This data in turn can later be used for CI validation after the maturation process has been 
completed.   
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Figure 1.—Seeded fault testing flowchart (Ref. 5). 

 
Measurements from a component in a test rig with a known faulted condition can be used to improve 

CI and CI threshold values for achieving an acceptable tradeoff between the probabilities of false 
positives/false alarms and false negatives/missed detections indications in the field units. The ADS for 
CBM contains the Army’s acceptable probability of detection and their acceptable false alarm rates. It is 
important to consider these percentage levels for each aircraft systems or subsystem with respect to the 
criticality of the system and its impact to airworthiness. The test rig results may confirm specific failure 
modes and fault conditions are detectable by currently measured indicators. Rig testing data can be 
compared to aircraft data and be used to determine if component fault signatures and the detection by CIs 
are sensitive to operating environments.  

Equally important is the tailoring of the approach to meet the specific testing goals. For CI 
verification, testing should answer the following: Does the infant condition indicator react in the manner 
it is intended? This is typically done using short duration tests with minimal test articles. Once the CI is 
verified it can be transitioned to the field to monitor and gain additional field finds. After the CI has 
shown promise in returning an alert to an acceptable level of confidence, the CI will then be transitioned 
to a maturation process that will further refine the alert threshold. This takes the thresholding from 
statistically set thresholds to thresholds that directly correlate to a level of component degradation, 
normally the longest and most tedious step in advancing the CI. The CI and applicable thresholds will 
then be transitioned to the aircraft to gain additional field data.  
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Figure 2.—Seeded fault testing technical requirements flowchart. 

 
When an exceedance is detected it is critical to capture the component or sub-assembly for a Tear 

Down Analysis (TDA) to confirm or further correlate a CI value to a component condition. The TDA is 
used to provide the ground-truth data that is used to support the refinement of thresholds. After the CI 
determines the health with high confidence, the case will then be made to either utilize the data to pursue 
a time extension (modified maintenance) or to pursue on-condition status (replacement of maintenance). 

For our hybrid approach, the process for using historical field data as the foundation to validate future 
CIs with seeded fault tests will be outlined in the following sections of this paper. For this approach, the 
field data and TDAs will be used to design the experiment. The process will focus on steps 1 through 3 
and the corresponding technical requirements in Figure 1. Management oversight will not be discussed. A 
summarized flowchart of the steps to be discussed is illustrated in Figure 2. 

Step 1: Foundation 

The first step when defining a seeded fault test for CI performance evaluation is to define the 
objectives and goals of the tests. For these tests, the main objective is to re-create field failure modes by 
accelerating failure mechanisms in a test rig to evaluate the performance of the CI. Refer to Figure 3 as an 
example for the Foundation step discussion. 

For the test, a singular CI will be targeted based on the analysis of its performance in the field. Should 
adequate field performance data from a singular CI not be present, multiple CIs can be targeted for 
evaluation in test. Clear expectations will be set for the criteria to down select these CIs based on their 
sensitivity and detection of this one failure mode. Appendix D of the ADS–79 HDBK details the Army’s 
criteria to evaluate CIs for use. A CI will be selected based on its accuracy, detectability, identifiability, 
and separability (Ref. 5). The characteristics of these attributes as presented in Reference 5 are: 

 
• Accuracy.—The proportion of all healthy and faulted components which were diagnosed correctly. 

Accuracy represents the most fundamental metric of an algorithm’s performance.  
• Detectability.—The extent to which a diagnostic measure is sensitive to the presence of a particular 

fault. Detectability should relate the smallest fault signature that can be identified at the prescribed 
false positive rate. 
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Figure 3.—Step 1: Foundation. 

 

 
Figure 4.—Spiral bevel gears. 

 
• Identifiability.—The extent to which a diagnostic measure distinguishes one fault from another that 

may have similar properties. 
• Separability.—The extent to which a diagnostic measure discriminates between faulted and healthy 

populations. 
 

The component under investigation is the spiral bevel gear set in the nose gearbox of the Apache 
helicopter. A photograph of a spiral bevel gear set is shown in Figure 4. The failure mode was verified by 
the tear down analysis (TDA) documentation of the gear and pinion teeth damage. American Gear 
Manufacturers Association (AGMA) standards that document gear wear terminology will be used as a 
reference (Ref. 7). Correlating these types of failures and terminology to the TDAs is another step that 
will be added within the process. Using common descriptive terms to define damage will aid in the 
standardization process. This was done for this component by taking a closer look at the TDAs and 
relating them to gear damage and is documented in Reference 8. The failure mode for this study was 
separated into class (contact fatigue), general mode (macro pitting) and degree (progressive). An example 
of this type of failure mode on spiral bevel gears is shown in Figure 5. In addition to the photographs, a 
scaling factor for class and mode (4.3, macropitting) for the damage is also shown. 
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Figure 5.—Example of progressive pitting.  

 
Once a component is targeted, the specific failure mode will be selected and reviewed. Review of the 

failure mode will include analysis of information pertaining to the component’s known or anticipated 
fault mechanisms leading to failure modes. For the Army, this information includes the OEM’s Failure 
Mode Effects and Criticality Analysis (FMECA), maintenance records of reported failures (DA Form 
2410), Combat Readiness/Safety Center accident results (CR/SC), tear down analyses (TDAs) and visual 
inspection of removed components.  

Since the objective of this seeded fault test is to evaluate gear CI performance, available helicopter CI 
data and the sensor, data acquisition system (DAQ), and the amount and type of operational conditions in 
which it was collected are also important to the analysis. Use of a similarly configured system in the test 
rig will reduce these variables when comparing the data generated by the rig tests. While it is always best 
to utilize the same system as the aircraft employs, properly configured DAQ’s can provide a lower cost 
and higher fidelity in the information gathering. Additionally, modern DAQ’s allow for additional file 
formats for further data analysis. 

For these tests, a flaw or fault will not be directly seeded into the gear set but the gear set will be 
subjected to increased loading as to ensure an expected failure. The gear set will be tested in a manner 
that will accelerate fatigue failure within a reasonable test timeframe per the gear design and rig operating 
conditions.  

Defining the sample size for both the validation of CI field performance and determining the number 
of samples to test is an important step in the process. A method to determine the number of faulted 
components for this application required for validation and to define an acceptable level of components 
with true positives (detections) versus false positives (false alarms) is detailed in Reference 11. The 
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approach for this example applies statistical analyses to a focused problem statement: “Does the gear CI, 
sideband index, respond to the failure mode, pitting on pinion and gear teeth?” The hypothesis to 
determine if the CI values for the “damaged” component are significantly different than the CI values of 
an “undamaged” component was tested by applying a test statistic to the field data. It was determined that 
the CI values for the damage and no damage data sets differ significantly. Once the performance of the CI 
selected was verified, the minimum sample size to test was determined by setting the test statistic equal to 
the critical test statistic values. A minimum sample size using the data from the helicopters was calculated 
to be nine (see Ref. 11) to establish whether or not the requisite confidence level was achieved. Once nine 
tests are completed in the test rig, the data will be used to verify the CIs generated also show significant 
differences between damaged and undamaged components.  

Operational conditions on the helicopter for the spiral bevel gears such as torque, speed and 
temperatures for the helicopters is also important to verify comparable conditions will be maintained in 
the test rig. Typically, within an aircraft, the HUMS data are acquired, stored, tracked, trended and 
monitored separately from the operational data (Ref. 5). For this analysis, key operational parameters 
such as torque, speed, oil temperatures and pressures, on the helicopters were provided. 

 
Step 2: Pre-Testing 

The pre-testing step describes the development of a test rig, physics of failure model, test plan and 
pre-test inspections for seeded fault testing of the component. Refer to Figure 6 for the Pre-Testing step 
discussion. 

For these tests, an existing spiral bevel test rig, the Spiral Bevel Gear Test Rig at NASA Glenn 
Research Center, will be used. The test rig is illustrated in Figure 7. Two sets of spiral bevel gears are 
installed in the test rig and tested simultaneously. A detailed analysis of this test facility and its 
capabilities can be found in References 9 and 10. 
 
 
 

 
Figure 6.—Step 2: Pre-testing. 
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Figure 7.—Spiral bevel gear fatigue rig. 

 
 

A total of 46 gear sets (pinion/gear) will be tested in the rig at four test conditions. The sample size to 
test was determined from a hypothesis and test statistic based on the helicopter data set per the discussion 
in the preceding section (Ref. 11). A method to determine the number of samples to test should also be 
added as a step in the process. Gear vibration and speed data will be recorded and processed with an 
AH64 Modern Signal Processing Unit (MSPU) HUMS with the same software, sensors, and DAQ used to 
collect helicopter CI data. Gear vibration, oil debris, torque and speed data will also be recorded and 
processed with the NASA Glenn research data acquisition system, Mechanisms Diagnostic System 
Software (MDSS). In addition, a facility data acquisition system will be used to monitor the operational 
conditions of the test rig such as torque, speed, oil temperatures and pressures. This system enables safe, 
automated, unattended operation required to obtain enough cycles to failure of the gears in a reasonable 
amount of time. 

The production AH64 gear design could not be directly adapted into the test rig due to the size of the 
gear set, the speed in which it runs and the test stand loading capacity. In some cases, a rig is built around 
the actual helicopter component to test. The cost of a new rig, 46 AH64 gear sets and time required to 
initiate fatigue failures in the gear sets made this approach unfeasible. For this reason, the helicopter OEM 
was tasked to evaluate a gear set design that could be used in the test rig with close approximation/ 
simulation to the helicopter gear set. The following requirements needed to be met in the design of the 
gears:  

 
(1) The gear set design was constrained to the space available in the spiral bevel gear fatigue rig 

gearboxes within its speed and load limitations. 
(2) The gear sets were designed to fail in a manner comparable to the failure modes observed on the 

helicopters. This required review of the tear down analysis (TDAs) available from the field units 
and on-site inspection of several of the gearboxes.  

(3) The gear sets were designed to insure fatigue failures to limit overall test time. 
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A model was developed using AGMA software (Ref. 12) that identified the physics of failure based 
on the gear design and operating conditions. The program uses design information that includes speeds, 
torques, gear materials, heat treatments, lubricants, operating temperatures and reliability to determine 
contact stress indices and margins of safety. The final design was selected with the highest probability of 
failure in a pitting mode within 100 hr of operation at test rig speed and load conditions, while avoiding 
bending fatigue failures. For the final test rig gear set design, the helicopter gear design material, gear 
ratio, pressure and spiral angle and contact stress were maintained while the diametral pitch was different.  

Once the failure mode is defined and deemed achievable in the test rig through modeling, the extent 
of failure to test the gears must be clearly defined. A component failure level (see Ref. 5) is defined as: 
(1) when a component cannot perform its intended function (2) cannot operate safely in the test rig, or 
(3) the level of damage has reached a detectable level. For these tests, a failure is defined as progressive 
macro pitting (Fig. 5, 4.3.2), occurring on a minimum of 2 gear or pinion teeth. In addition, the test rig 
will be shut down at periodic intervals throughout the test and photographs of the gear and pinion teeth 
will be taken to document damage progression. Figure 8 provides an example of the damage progression 
photos on five pinion teeth. This testing will focus on the damage tolerant approach to component lifing 
as opposed to the safe life approach. Damage tolerant structures (see Ref. 13) include components with 
slow damage progression where the damage is detectable within a certain size and can perform its 
intended function with the level of detectable damage. Per the definitions listed in Table 1 the component 
failure will be limited to the yellow level in the test rig. 

A test plan was generated that documents test objectives, rig capabilities, test gear design, sample size 
selection, MDSS DAQ set-up and instrumentation, MSPU DAQ setup and instrumentation, test facility 
DAQ set-up and instrumentation and test procedures specific for gear test conditions. The test plan 
includes procedures for pre-test, gear run-in, inspection intervals, post-test and research test conditions.  
 

 
Figure 8.—Damage progression photos on five pinion teeth. 
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TABLE 1.—COLOR CODES FOR DAMAGE LEVELS (REFS. 5 AND 14) 

 
 
 

 
Figure 9.—Modal analysis on NGB. 

 
One step that was not identified in Reference 5 for Pre-Testing was structural characterization of the 

helicopter. CI performance in the helicopter is affected by the gear dynamics when a fault occurs on the 
gear tooth and the transfer path of this vibration signature through the structure (i.e., gearbox housing). 
CIs depend on the structural vibration characteristics of the components to transmit signatures associated 
with faults. The U.S. Army completed a project characterizing the true transfer pathways from bearings in 
the gearbox to the Health Usage Monitoring Systems (HUMS) accelerometers for six airframes to 
determine frequency bands with maximum response amplitudes. The focus was not on gears, and was not 
taken under varying load conditions (Ref. 15). The project used a pulse generator aligned with reactant 
bearing load zone to transmit a frequency range for the standard and proposed accelerometer locations on 
the aircraft. The U.S. Army provided NASA Glenn with an AH64 nose gearbox for additional evaluation 
of the frequency response under varying load conditions. A test fixture that enables torque to be applied to 
the input side of the NGB simulating the engine torque was developed. The engine nose gearbox drives 
the main transmission through an input drive shaft. The measurements taken on a nose gearbox (NGB) 
when it was installed in an AH64 helicopter were repeated in the fixture. Figure 9 illustrates one 
measurement taken on the NGB by applying a force with an actuator and measuring its response with an 
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accelerometer on the housing. Comparison of the data collected on the NGB rig and the helicopter and the 
effects of the varying test conditions to CI performance were made in a preliminary report (Ref. 16). This 
preliminary analysis found “the measurements taken on the test stand gearbox at NASA were shown to be 
consistent with those taken on the same gearbox mounted in an actual Apache helicopter” (Ref. 16). 

Step 3: Testing  

The Testing step describes specimen set-up, performing tests, and generating a report on the results of 
the testing. Refer to Figure 10 for the Testing step discussion. 

Pre-test procedures/gear setup for the gear test include measuring surface roughness, weighing and 
cleaning the gears, measuring gear set tooth contact patterns and backlash after installed into test rig 
gearbox, and taking baseline inspection photos of gear teeth (Fig. 11). The chip detector in the lubrication 
system will also be cleaned of any residual metal debris and the inductance type oil debris sensor is 
zeroed prior to the start of a new test. 
 

 
Figure 10.—Step 3: Testing. 

 

 
Figure 11.—Gear set setup procedures. 
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One step that was not identified in Reference 2 was a structural characterization of the test rig. CI 
performance in the test rig is affected by the gear dynamics when a fault occurs on the gear tooth and the 
transfer path of this vibration signature through the structure. This information requires understanding 
why CIs perform differently when installed on the aircraft. These measurements will also identify 
dynamics unique to the test rig, such as structural resonances, that can affect the CI performance. Transfer 
path measurements, referred to as frequency response functions (FRF), will be made on the test rig for 
comparison to the measurements taken on the NGB fixture discussed in the preceding section at different 
loads under static conditions (Ref. 16).  

Speed sweeps will also be performed on the test rig while the rig is rotating to check for resonances in 
the test rig. Speed sweeps are required to identify test rig resonances that may lie in the frequency range 
used for a gear CI. Since an aircraft drive system and airframe are specifically designed to avoid operating 
in a natural frequency, the test stand may have to be operated to avoid these resonant frequencies. 

Prior to testing the gears at different test conditions, a run-in will be performed each time a gear set is 
replaced in the test rig. The run-in period will last 1 hr. Run-in will be performed at the speeds, oil 
temperatures and pressures maintained for testing, but at 50 percent of full load.  

Actual testing will be performed at the speeds, oil temperatures and pressures maintained for the 
Apache. During testing, operational and research data will be recorded from the research, MSPU and test 
rig DAQs. Visual inspection will be performed and photographs taken on the gear teeth periodically 
throughout the test. Inspections will also be performed when the mass measured by the oil debris sensor 
changes significantly or the gap on the chip detector is closed. Both conditions automatically shut down 
the test rig. Figure 12 provides an example of CI data collected from one rig test during pinion tooth 
damage progression. The figure also shows damage progression photos of one pinion tooth with the 
damage labeled.  
 
 

 
Figure 12.—CI data from rig test. 
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Once testing of the gear sets is complete, a final report will be published documenting the test 
conditions, gear tooth damage progression and CI performance for each gear set tested. It will include 
data collected from the research, MSPU and test rig DAQs. The report will include the detectability of the 
CI to detect a specific fault, as well as the condition and health indicator’s ability to detect damage 
progression within a specified timeframe. The CI performance will be compared to its performance in the 
helicopter.  
 

Summary 
This paper presented a CI performance validation method that combines in-service data collected 

from several helicopters when a fault occurred on spiral bevel gears with “seeded fault tests” of spiral 
bevel gears. Existing in-service HUMS flight data from faulted spiral bevel gears were used to define the 
requirements for spiral bevel gear seeded fault tests. This approach was mapped to standards for using 
seeded fault tests for HUMS validation presented in the U.S. Army Aeronautical Design Standard (ADS) 
Handbook for CBM. An analysis between this paper and Reference 5 discovered several steps should be 
added to Reference 5 when using existing in-service field data as the foundation of the seeded fault tests. 
These steps include: 

 
1. Verify the same HUMS configuration used to collect data on the helicopter is used in the test rig.  
2. Verify comparable operational conditions when fault data was collected on the helicopter are 

used in the test rig during fault initiation and progression.  
3. Use standard descriptive terms to define damage. 
4. Define a method to determine the number of samples to test.  
5. If it is cost prohibitive to use existing helicopter components, defining a method to evaluate the 

component design and failure mechanism are in close approximation/simulation to the helicopter 
component. 

6. Develop method to characterize the structural dynamics of the test rig and tie it back to the 
helicopter. 

 
Further work is planned to include these steps within the seeded fault process. 
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