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HOW EMERGING TECHNOLOGY AFFECTS
STUDENT
PRIVACY

Thursday, February 12, 2015
House of Representatives,
Subcommittee on Early Childhood, Elementary,
and Secondary Education,
Committee on Education and the Workforce,
Washington, D.C.

The subcommittee met, pursuant to call, at 11:15 a.m., in Room
2175, Rayburn House Office Building, Hon. Todd Rokita [chairman
of the subcommittee] presiding.

Present: Representatives Rokita, Thompson, Carter, Bishop,
Grothman, Russell, Curbelo, Fudge, Davis, Bonamici, and Clark.

Also present: Representatives Kline, Messer, Scott, and Polis.

Staff present: Lauren Aronson, Press Secretary; Janelle Belland,
Coalitions and Members Services Coordinator; Nancy Locke, Chief
Clerk; Daniel Murner, Deputy Press Secretary; Krisann Pearce,
General Counsel; Jenny Prescott, Legislative Assistant; Mandy
Schaumburg, Education Deputy Director and Senior Counsel;
Alissa Strawcutter, Deputy Clerk; Tylease Alli, Minority Clerk/In-
tern and Fellow Coordinator; Austin Barbera, Minority Staff As-
sistant; Jacque Chevalier, Minority Senior Education Policy Advi-
sor; Eamonn Collins, Minority Education Policy Advisor; Denise
Forte, Minority Staff Director; Melissa Greenberg, Minority Labor
Policy Associate; Christian Haines, Minority Education Policy
Counsel; Ashlyn Holeyfield, Minority Education Policy Fellow; and
Brian Kennedy, Minority General Counsel.

Chairman ROKITA. Well, good morning. And welcome to the first
hearing of the Subcommittee on Early Childhood, Elementary, and
Secondary Education in the 114th Congress.

I would like to thank our witnesses for joining us today. We ap-
preciate the opportunity to learn from you about how emerging
technology in the classroom affects student privacy.

And Ms. Fudge, before we begin, I want to take a moment to con-
gratulate you on being selected by your colleagues to be the rank-
ing member of this subcommittee. I anticipate that we are gonna
hear a lot from each other, work well together. And I look forward
to doing that with you.

Ms. FUDGE. Thank you.
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Chairman ROKITA. Forty years ago, Congress enacted the Family
Educational Rights and Privacy Act, otherwise known around these
parts as FERPA. It was meant to safeguard students’ educational
records and ensure parents had access to their children’s informa-
tion. The law established the circumstances under which the record
could be shared, giving parents the peace of mind that with few ex-
ceptions, that their child’s academic performance and other person-
ally-identifiable information would be under their kid’s school’s lock
and key.

As a father of two young boys, I can appreciate why parents may
not have that same confidence today. Despite the advent of com-
puters, the internet, wifi, cloud services, et cetera, the law has not
been significantly updated since its introduction in 1974. As a re-
sult, student privacy—the very information FERPA was intended
to protect—may be at risk.

As administrators, teachers, and students continue using emerg-
ing technology to track everything from test results to bookstore
purchases, parents and students are vulnerable to the inappro-
priate use of student data, often without their knowledge or con-
sent. New devices, platforms, programs, and services have enabled
educators to better understand the behavioral and educational
needs of each student and tailor individual learning plans accord-
ingly. I think that is amazing progress.

They have assisted researchers in developing new solutions to
improve class room reduction, and they have provided families with
more educational options by facilitating distance and blended
learning opportunities. Technology organizations and policymakers
have taken steps to strengthen student privacy protections. And
that is appreciated. However, these efforts have not addressed
rules under which schools must operate as the guardians of student
data.

So unless Congress updates FERPA and clarifies what informa-
tion can be collected, how that information can be used, and if that
information can even be shared, student privacy will not be prop-
erly protected. We welcome your thoughts on how this committee
can update FERPA for the 21st Century, improve parental involve-
ment, and hold bad actors accountable.

Modernizing student privacy protections without undermining
opportunities to improve student achievement is no small task, as
everyone here understands. But we owe it to our students and par-
ents to work together to find that proper balance. So I look forward
to hearing from you and from my colleagues on this important
issue.

And with that, I welcome and recognize our subcommittee’s rank-
ing member, again, my colleague, Congresswoman Fudge, for her
opening remarks.

[The statement of Chairman Rokita follows:]

Prepared Statement of Hon. Todd Rokita, Chairman, Subcommittee on
Early Childhood, Elementary, and Secondary Education

Good morning, and welcome to the first hearing of the Subcommittee on Early
Childhood, Elementary, and Secondary Education in the 114th Congress. I'd like to
thank our witnesses for joining us today. We appreciate the opportunity to learn
from you about how emerging technology in the classroom affects student privacy.
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Ms. Fudge, before we begin, I want to take a moment to congratulate you on being
selected by your colleagues to serve as ranking member of this subcommittee. I an-
ticipate we will have many robust conversations on key issues, and I am looking
forgvar(% }o working together on policies that will help our children succeed in school
and in life.

Forty years ago, Congress enacted the Family Educational Rights and Privacy
Act, or FERPA, to safeguard students’ educational records and ensure parents had
access to their children’s information. The law established the circumstances under
which the records could be shared, giving parents the peace of mind that, with few
exceptions, their child’s academic performance and other personally identifiable in-
formation would be under the school’s lock and key.

As a father of two young boys, I can appreciate why parents may not have that
same confidence today. Despite the advent of computers, the Internet, Wi-Fi, and
cloud services, the law has not been significantly updated since its introduction in
1974. As a result, student privacy, the very information FERPA was intended to
protect, may be at risk.

As administrators, teachers, and students use emerging technology to track every-
thing from test results to bookstore purchases, parents and students are vulnerable
to the inappropriate use of student data — often without their knowledge or consent.

New devices, platforms, programs, and services have enabled educators to better
understand the behavioral and educational needs of each student and tailor indi-
vidual learning plans accordingly. They have assisted researchers in developing new
solutions to improve classroom instruction. And they have provided families with
more educational options by facilitating distance and blended learning opportuni-
ties.

Technology organizations and policymakers have taken steps to strengthen stu-
dent privacy protections. However, these efforts have not addressed rules under
which schools must operate as the guardians of student data. Unless Congress up-
dates FERPA and clarifies what information can be collected, how that information
can be used, and if that information can be shared, student privacy will not be prop-
erly protected.

We welcome your thoughts on how this committee can update FERPA for the 21st
century, improve parental involvement, and hold bad actors accountable. Modern-
izing student privacy protections without undermining opportunities to improve stu-
dent achievement is no small task, but we owe it to students and parents to work
together to find the proper balance. I look forward to hearing from you and from
my colleagues on this important issue.

With that, I will now recognize the ranking member, Congresswoman Fudge, for
her opening remarks.

Ms. FUDGE. Thank you very much, Mr. Chairman. And I thank
all of you for being here today. Look forward to hearing your testi-
mony.

I certainly want to recognize the ranking member of the full com-
mittee who has joined us, Representative Scott, from Virginia.

And I want to say to the chairman, indeed I do hope that we can
have some very productive meetings and discussions. This is a very
timely topic. I thank you for calling this hearing.

I do though find it unfortunate that it is our first hearing after
we had a 10-hour mark up yesterday on ESEA. And with that, to
you, more than ever before, technology does play an essential role
in educating our nation’s children, enhancing learning and empow-
ering educators with more and better information to meet the indi-
vidual needs of their students.

Gone are the days when education was supported by flashcards
and workbooks. Today’s students use electronic tablets and
smartphone apps, online study tools, and various other techno-
logical resources to aid them in their studies. Teachers have the
ability to extend learning beyond the classroom using online learn-
ing platforms to share multimedia resources and engage parents in
their children’s learning.
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New educational technology generates information that can be
instrumental in improving a student’s learning experience. The
data from these tools allow teachers to more accurately assess stu-
dent progress and provide interventions to ensure children are
learning.

Data can also assist schools in making district strategy and cur-
riculum decisions. Many states now use longitudinal data systems
to link student achievement data from pre-K through grade 12, or
even through entrance into the workforce, enabling district and
state leaders to make informed, data-driven policy decisions.

While the use of technology in education continues to expand, we
must take the necessary steps to protect the privacy and the data
of students and their families. The Family Educational Rights and
Privacy Act was enacted 40 years ago to address concerns about
privacy in a time of paper student records. Innovative new edu-
cational technology tools capture large amounts of student data.
And many districts now contract with private vendors to use on-
line, cloud-based storage for students. I see some of those very ven-
dors here today.

Congress must ensure student data is being used only for defined
educational purposes and cannot be sold or used for private compa-
nies’ financial gain. Parents should know who has access to student
data and how it is being used and protected. And teachers and
school leaders need to understand how to properly protect student
information while taking advantage of the powerful digital learning
tools at their disposal.

As we examine FERPA, we need to balance privacy and innova-
tion. Students, teachers, and parents need to feel comfortable that
student data is protected. At the same time, we need to be careful
not to limit the advancement of new educational technologies, re-
strain educators’ ability to accurately assess student learning, or
stifle research and development of effective instruction tools.

I look forward to hearing from our witnesses. Mr. Chairman, I
yield back.

Prepared Statement of Hon. Marcia L. Fudge, Ranking Member,
Subcommittee on Early Childhood, Elementary, and Secondary Education

More than ever before, technology plays an essential role in educating our nation’s
children, enhancing learning and empowering educators with better information to
meet the individual needs of their students.

Gone are the days when education was supported by flashcards and workbooks.
Today’s students use electronic tablets and smartphone apps, online study tools, and
various other technological resources to aid them in their studies. Teachers have the
ability to extend learning beyond the classroom, using online learning platforms to
share multimedia resources and engage parents in their children’s learning.

New educational technology generates information that can be instrumental in
improving a student’s learning experience. The data from these tools allow teachers
to more accurately assess student progress and provide interventions to ensure chil-
dren are learning.

Data can also assist schools in making district strategy and curriculum decisions.
Many states now use longitudinal data systems to link student achievement data
from pre-k through grade 12, or even through entrance into the workforce, enabling
district and state leaders to make informed, data-driven policy decisions.

While the use of technology in education continues to expand, we must take the
necessary steps to protect the privacy and the data of students and their families.

The Family Educational Rights and Privacy Act (FERPA) was enacted 40 years
ago to address concerns about privacy in a time of paper student records. Innovative
new educational technology tools capture large amounts of student data and many
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districts now contract with private vendors to use online cloud-based storage for stu-
dent data.

Congress must ensure student data, is being used only for defined educational
purposes, and cannot be sold or used for private companies’ financial gain. Parents
should know who has access to student data and how it is being used and protected.
And teachers and school leaders need to understand how to properly protect student
idnformaltion while taking advantage of the powerful digital learning tools at their

isposal.

As we examine FEPRA, we need to balance privacy and innovation. Students,
teachers, and parents need to feel confident that student data is protected. At the
same time, we need to be careful not to limit the advancement of new educational
technologies, restrain educators’ ability to accurately access student learning, or sti-
fle research and development of effective instructional tools.

I look forward to hearing from our witnesses. Thank you.

Chairman ROKITA. Thank the gentlelady. Pursuant to Committee
Rule 7(c), all members will be permitted to submit written state-
ments to be included in the permanent hearing record. And without
objection, the hearing record will remain open for 14 days to allow
such statements and other extraneous material referenced during
the hearing to be submitted for the official hearing record.

It is now my pleasure to introduce our distinguished witnesses
for today. First we have Shannon Sevier. All right. Not off to a
good start. Sevier. Shannon Sevier—thank you—has been a PTA
member for 14 years. As vice president for advocacy, she needs ad-
vocacy efforts for the national PTA positions at federal, state, and
local levels. Welcome.

Next, we have Allyson Knox, who is the director of education pol-
icy and programs at Microsoft. In her 10 years at Microsoft, she
has focused on stem, computer science, education and technology,
and student privacy issues. Welcome to you, as well.

Next, we have Sheryl Abshire, who is the chief technology officer
for the Calcasieu Parish Public Schools in Lake Charles, Louisiana.
For over 40 years, Dr. Abshire has worked as a chief technology of-
ficer, school principal, K through 5 teacher, a library media spe-
cialist, classroom teacher, and university professor. She was the
first teacher inducted into the National Teacher’s Hall of Fame.
Thank you for being here.

Next, we have Joel Reidenberg. He is the Stanely D. and Nikki
Waxberg Chair in law and professor of law at Fordham University,
where he directs the center on law and information policy.
Reidenberg publishes regularly on both information privacy and on
information technology law and policy. Mr. Reidenberg, welcome
back. I understand this is at least your third time testifying.

Mr. REIDENBERG. Thank you.

Chairman ROKITA. I will now, in conformance with our rules, ask
our witnesses to stand and raise your right hand.

[Witnesses sworn.]

Let the record reflect that the witnesses answered in the affirma-
tive.

And before I recognize each of you to provide your testimony, let
me briefly explain our lighting system. You will each have 5 min-
utes to present your testimony. During the first 4 minutes of that,
the light will be green. The last minute it will be yellow. And then
if it turns red, I will be forced to use the gavel, which we have
never had to do. At all. Ever. So I am sure it won’t happen today.
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So with that being said and understood, Ms. Sevier, you are rec-
ognized for 5 minutes.

TESTIMONY OF MS. SHANNON SEVIER, VICE PRESIDENT FOR
ADVOCACY, NATIONAL PARENT TEACHER ASSOCIATION,
SAN ANTONIO, TEXAS

Ms. SEVIER. National PTA thanks Chairman Rokita and Ranking
Member Fudge for the opportunity to submit testimony to the Com-
mittee on Education and the Workforce. On behalf of the National
Parent Teacher Association, I express my appreciation for holding
a hearing to discuss emerging technology and student data privacy.

My name is Shannon Sevier, vice president of advocacy for the
National PTA, past European PTA president, and proud mother to
Ryley, MacKenzie, Meraleigh, Ryan, and Hanna.

Founded in 1897, PTA is the oldest and largest volunteer child
advocacy association in the United States. For more than 118
years, we have worked side by side with policymakers at every
level to improve the lives of our nation’s children. With more than
4 million members and 22,000 local units in every U.S. state, D.C.,
Puerto Rico, the Virgin Islands, and Europe, PTA continues to be
a powerful voice by advocating for federal policies to improve edu-
cational equity and opportunity for all children.

With access to so many families, PTA also recognizes our respon-
sibility to our membership to approach changes in education policy
through engagement and outreach and to recognize that true advo-
cacy is achieved through stakeholder consensus and collaboration.
National PTA has long been a vocal advocate of keeping kids safe;
safe at school, safe at home, and same online.

The National PTA’s position statement on technology safety
clearly states National PTA opposes the practice of collecting, com-
piling, selling, or using children’s personal information without giv-
ing parents notification or choice with respect to whether and how
their children’s personal information is collected and used.

The National PTA takes student data privacy seriously and be-
lieves we should strive to guarantee the effective use of students’
information, while keeping that information protected. While stu-
dent data management has changed, parents’ and students’ expec-
tation of privacy has not. And as such, National PTA has made
safeguarding student data a key pillar of our overall policy agenda.

The Administration has also called attention to this issue, an-
nouncing its support of what it calls the Student Digital Privacy
Act, which would build upon the basic language of record manage-
ment release and review offered by the Family Educational Rights
and Privacy Act, or FERPA. This law was written in 1974 with the
intent to protect the privacy of student educational records and in-
cludes a parental consent provision.

Over the past 40 years, however, the concept of privacy has
evolved from the right of direct control to an individual’s right to
control the information they have entrusted to others. This wrinkle
in control requires subsequent change to student data privacy pol-
icy.
Entities collecting educational data should seek to provide value
back to the people on whom data are being collected. Our children’s
data, our children’s privacy, should not be treated as a product or
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commodity. Until now, the collection and use of student data could
not be feasibly used to target advertising or mass profiles by third
party vendors. The use of student data for other than educational
purposes was not contemplated on a large commercial scale.
FERPA provisions must be updated to address the privacy concerns
presented through such use.

In addition, we are seeing this data collected and stored in a dif-
ferent fashion heretofore not addressed by FERPA. State by state,
we see the construction of longitudinal data systems that hold hun-
dreds or even thousands of pieces of data related to individual stu-
dents. Typically, demographic, enrollment, curriculum choice, test
performance, and grade information. The extent to which this infor-
mation constitutes a student’s legal educational record is unclear,
as are the policies for protecting student data through cloud-based
computing.

Current policy also begs the questions, who owns the data and
who is responsible for the management of the data? Has the data
been selected ethically with full consent and notification? And what
constitutes sufficient notice in the case of breaches or unauthorized
releases of data?

Parents, as their child’s first educator, play a unique role in edu-
cation reform. Whether big or small, reform will be unsustainable
without the buy-in of these key stakeholders.

National PTA remains committed to engaging parents, to guar-
anteeing students have safe and secure access to technology in the
classroom, and committed to supporting policies that ensure re-
sponsible management of student records, digital or otherwise.

National PTA commends the committee for holding this hearing
and highlighted the need for sound federal policy that balances the
promise of educational technologies with student data, privacy, and
security.

Thank you.

[The testimony of Ms. Sevier follows:]
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Testimony of Shannon Sevier, Vice President of Advocacy
National Parent Teacher Association

Before the United States House of Representatives
House Committee on Education and the Workforce
Subeommittee on Early Childhood, Elementary and Secondary Education

Hearing on How Emerging Technology Affects Student Privacy
February 12, 2015

National PTA thanks Chairman Rokita and Ranking Member Fudge for the opportunity to
submit testimony to the Committee on Education and the Workforce. On behalf of the National
Parent Teacher Association, I express my appreciation for holding a hearing to discuss emerging
technology and its impacts on student data privacy.

My name is Shannon Sevier. Vice President of Advocacy for the National PTA, past European
PTA President and proud mother to Ryley, McKenzie, Meraleigh, Ryan and Hanna.

Founded in 1897, PTA is the oldest and largest volunteer child advocacy association in the
United States. For more than 118 years, we have worked side by side with policymakers at every
level to improve the lives of our nation’s children, including the passage of child labor Jaws,
providing nutritious lunches in school, improvements to the unfair and punitive treatment of
children in the justice system, and overall increased education opportunities for all children.

With more than four million members and 22,000 local units in every U.S. state, the District of
Columbia, Puerto Rico, the Virgin Islands, and Europe, PTA continues to be a powerful voice by
advocating for federal policies to improve educational equity and opportunity for all children and
their families. With access to so many families PTA also recognizes our responsibility to our
membership to approach changes in education policy through engagement and outreach, and to
recognize that true advocacy is achieved through stakeholder consensus and collaboration.

With regard to today’s hearing, National PTA has long been a vocal advocate of keeping kids
safe: safe at school, safe at home, and safe online. National PTA believes that our children’s

schools should provide safe and nurturing environments for both teaching and learning. This

includes ensuring that all student data is safe and secure.

The National PTA’s position statement on technology safety clearly states: National PTA
opposes the practice of collecting, compiling, selling or using children’s personal information
without giving parents notification or choice with respect to whether and how their children’s
personal information is collected and used. The National PTA takes student data privacy
seriously, and believes we should strive 1o guarantee the effective use of students’ information,
while keeping that information protected.
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While student data management has changed, parents’ and students’ expectation of privacy has
not, and as such National PTA has made safeguarding student data a key pillar of our overall
policy agenda. In order to demonstrate our commitment to this critically important issue, PTA
has taken steps to encourage action by supporting common sense approaches and informing our
parents about the importance of keeping their children’s data safe.

The Administration has also called attention to this issue, announcing its support of what it calls,
The Student Digital Privacy Act, which would build upon the basic language of record
management, release and review offered by the Family Educational Rights and Privacy Act, or
FERPA. This law was written in 1974 with the intent to protect the privacy of student
educational records and includes a parental consent provision. Over the past 40 years, however,
the concept of privacy has evolved from the right of direct control, to an individual’s right to
control the information they have entrusted to others. This wrinkle in control requires subsequent
change to student data privacy policy.

As a general rule of thumb entities collecting educational data should seek to provide value back
to the people on whom data are being collected. Our children’s data, our children’s privacy,
should not be treated as a product or commodity. Until now the collection and use of student data
could not be feasibly used to target advertising or amass profiles by third party vendors. The use
of student data for other than educational purposes was not contemplated on a large commercial
scale. Now that it is, FERPA provisions must be updated to address the privacy concerns
presented through such use.

In addition to the diversified use of student data, we are seeing this data collected and stored in a
different fashion heretofore not addressed by FERPA. State by state we see the construction of
longitudinal data systems that hold hundreds or even thousands of pieces of data related to
individual students — typically demographic, enrollment, curriculum choice, test-performance
and grade information. The extent to which this information constitutes a student’s legal
“educational record” is unclear as are the policies for protecting student data through cloud-
based computing.

Current policy also begs the questions: who owns the data and who is responsible for the
management of the data; has the data been collected ethically, with full consent and notification;
and what constitutes sufficient notice in the case of breeches or unauthorized release of data?

Parents, as their child’s first educator, play a unique role in education reform. Whether big or
small, reform will be unsustainable without the buy-in of these key stakeholders. National PTA
remains committed to engaging parents, to guaranteeing students have safe and secure access to
technology in the classroom, and committed to supporting policies that ensure responsible
management of student records, digital or otherwise. We respectfully ask this Committee and
this Congress to work together to find the best way forward to protect student data privacy and
ensure student data security. National PTA commends the committee for holding this hearing,
and highlighting the need for sound federal policy that balances the promise of educational
technologies with student data privacy and security.
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ROKITA. Thank you for your testimony.
Ms. Knox, you are recognized for 5 minutes.

TESTOMONY OF MS. ALLYSON KNOX, DIRECTOR OF EDU-
CATION POLICY AND PROGRAMS, MICROSOFT, WASH-
INGTON, D.C.

Ms. KNoOX. Thank you, Chairman Rokita, Ranking Member
Fudge, and members of the subcommittee for inviting me to testify
today. My name is Allyson Knox. For 10 years I worked in the
fields of education, workforce development, and economic develop-
ment at the local, regional, and state levels in Michigan. I have
worked at Microsoft for 10 years, and currently serve as the direc-
tor of education policy. I am pleased to be here today to discuss this
important issue of student privacy.

Microsoft believes students must be protected. Student data be-
longs to students and their parents. And students are not commod-
ities to be monetized through advertising. Over the past year, rev-
elations of government surveillance, highly-publicized data
breaches, and other stories of personal data being used inappropri-
ately have dominated the media. Microsoft, a provider of education
technology, continues to balance education objectives, as well as
privacy and safety expectations.

For many years, schools have been increasing the use of tech-
nology in the classroom because it transforms education. It enables
personalized instruction, and it helps students learn. Schools that
use cloud-based services rather than maintaining and updating
their own on-site servers, they save money and can access the lat-
est technology. Cloud computing allows teachers and students to
access their documents and communications, such as email, any-
W}ﬁere from almost any device, enabling learning any time and any-
where.

We have seen great changes on the technology side. But the pri-
mary federal law focused on protecting student privacy, the Family
Educational Rights and Privacy Act, or FERPA passed in 1974 has
not kept pace with these changes.

Think back to a classroom in 1974. I think we can all remember
student data being collected and stored in an old-fashioned way on
paper forms sent home with kids and stored in school filing cabi-
nets.

The world of information storage and sharing has certainly
changed. In almost all schools, information about a student is
stored digitally, and it can be accessed through the school’s inter-
net or the open internet. The data is portable and often not deleted
when the student graduates from high school.

There are obvious difficulties with the law that is 4 decades old.
And there are three areas to consider. First, it is questionable
whether FERPA covers email stored in a cloud. As a result, some
interpretations are that FERPA applies to cloud-based email for
faculty, but not for students, and that FERPA doesn’t apply to
most third-party online courses. FERPA would benefit from an up-
date to reflect these new types of technologies.

Second, FERPA was written to apply only to educational institu-
tions. It should be updated to prohibit third parties from using
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data for targeted advertising or for building profiles to advertise to
students after they leave school.

And third, FERPA’s primary sanction is the denial of federal
funds to school. This all-or-nothing enforcement penalty is so draco-
nian that it has never been used. As a result, FERPA provides no
real incentive for technology providers to improve data privacy
practices. The time has come to do the difficult work of revising
this law to bring it to the 21st Century.

And in the absence of federal action to update FERPA, states
have taken this issue into their own hands. This year, already over
100 student privacy bills have been introduced in 32 states. It is
becoming more and more difficult to interpret and comply with the
patchwork of federal and state laws on this issue, even for a com-
pany of our size.

Microsoft and other technology companies have also moved for-
ward on their own to set a higher standard for protecting student
data. Last October, Microsoft was one of the 14 original signatories
of a detailed and voluntary industry pledge, led by Representatives
Messer and Polis, about how to protect student privacy. Today, the
pledge has over 100 signatories.

Under the student privacy pledge, school service providers prom-
ised to not sell student information, not target advertise to stu-
dents, use data for authorized education purposes only; and there
are 5 other points, but I am running out of time. The pledge has
been influential and beneficial, but Microsoft believes that signing
it is only part of what must be done to help inform schools and par-
ents on how to protect student data. It is for this reason that
Microsoft has worked closely with key lawmakers and national
education associations to help inform and educate stakeholders
about the student privacy issue.

Again, I thank you for this opportunity to come before you today
to discuss these important issues, and I look forward to answering
any questions.

[The testimony of Ms. Knox follows:]
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Thank you, Chairman Rokita and Ranking Member Fudge, and all the Members of the
Subcommittee for inviting me to testify today. My name is Allyson Knox. | am the Director of

Education Policy and Programs at Microsoft Corporation.

{ am pleased to have this opportunity to discuss student privacy. Specifically, | will discuss what
technology companies such as Microsoft are doing to protect student privacy while providing
services that help children learn; discuss why federal law is out of date; and suggest solutions
that we believe should be considered by policymakers to better protect student privacy and

encourage the use of safe and beneficial technologies in schoals.

Over the past year, revelations of government surveillance, highly publicized data breaches,
and other stories of personal data being used inappropriately have dominated the media. These
stories have prompted many parents and students to think much harder about the data
collected by schools, including the extent to which it is being gathered and protected. Parents

have grown concerned that student data is being used to target advertising to students.

These concerns are reflected in a growing number of recent surveys of parents. For example, a

survey by the Benenson Strategy Group on behalf of Common Sense Media found that 90

percent of respondents were “concerned about how private companies with non-educational
interests are able to access and use students’ personal information” and 77 percent support
making it “illegal for schools and education technology companies to sell students’ private

information to advertisers.”

With this in mind, companies like Microsoft that provide education technology continue to

work to effectively meet both education objectives as well as privacy and safety expectations.!

1 Microsoft’s approach to the trustworthy cloud includes important investments in privacy that
reinforce the principle that enterprises own their data, even when stored in the cloud.
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For several years, schools have been increasingly bringing technology into the classroom
because it transforms education, enables personalized instruction and helps children

learn. Schools will save money and always have the latest technology if they use “cloud” based
services rather than maintaining and updating their own on-site servers. Cloud computing takes
advantage of massive and efficient data centers operated by third party providers. This means
instead of storing all data on a local computer, teachers and students can log into their cloud
services and access their documents and communications anywhere from almost any device.
More importantly, cloud services offer benefits to help teachers and students be more efficient

and more productive, and to enable learning anytime and anywhere.

Technology in the classroom has resulted in the creation and coflection of much more data than
ever before. For example, while previous generations relied solely on a paper report card to
gauge student performance periodically during the year, today’s technology allows parents and
teachers to monitor a student’s progress continuously on a password protected website
throughout the school year. And while teachers in the past relied on in-person parent
conferences to discuss sensitive issues such as learning disabilities or medical conditions,

parents and educators today often discuss these issues via email.

As these examples illustrate, the use of technology and the collection of data about students
presents tremendous opportunities to help evaluate student progress in real time and provide
instruction that is tailored to a particular student’s unique strengths, weaknesses and learning
style. However, it also raises serious privacy concerns, and it is important that appropriate
safeguards are in place to protect the privacy of this information, and similarly, that some uses
of that information, such as to target advertising to students, are appropriately limited. That is
why it is so important that when technology companies are invited into the classroom and
entrusted with sensitive information about schoolchildren, parents, educators and school
leaders should have confidence that those same companies will act as responsible stewards of

that information.
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We believe that the new opportunities enabled by technology require thoughtful evaluation
and responsible and comprehensive approaches that allow our children to fearn with
technology in an engaging, safe and respectful manner. Misleading, exploitative, or aggressive

advertising practices simply do not belong in the classroom.

Microsoft was one of the first companies to recognize the need to treat sensitive student data
in the same way that we treat other customer data, such as government, health or financial
services data. Microsoft has long understood that in order for our customers to trust us with
their sensitive information, be it health data, government data, financial services data or
student data, they need to trust us to do the right thing. That is why from the start, we baked
privacy as a core ingredient into our education products. With these products we have publicly

committed to “not mine your data for advertising purposes.”?
Federal Policy

Current Federal law does not adequately protect students from practices such as targeted
advertising based on student data that is collected by, stored in or transmitted through most
third party operated cloud services. This is because the primary federal law focused on
protecting student privacy, the Family Educational Rights and Privacy Act or FERPA, no longer
reflect the reality of today’s education system and the explosion of new technologies that are

being used.

That should come as no surprise since FERPA was enacted in 1974, when the Xerox machine
and the electric typewriter were cutting edge technologies, pocket calculators were brand new,

and the Internet, cell phone% and laptops did not exist, to say nothing of cloud computing.

2 E.g., http://products office.com/en-us/business/office-365-trust-center-cloud-computing-
security
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In 1974, student data was collected and stored the old fashioned way: A teacher sent a form
home with the student. The parent filled out the form and sent it back to the school with the
child. The student handed the form to their teacher. The teacher handed the form to the
principal. The principal handed the form to an assistant. And the assistant put the form in a
folder, which also might contain sensitive information about the student’s grades and
disciplinary actions. The folder was placed in a filing cabinet that might be locked and most

likely never left the school office.

The world of information storage and sharing has certainly changed. in almost all schools,
information about a student is stored digitally on PCs, tablets, servers or memory sticks. in most
schools, information about the student can be accessed through the school district’s intranet or
through the open internet. The data is portable and often is not deleted when the student
graduates from high school. Furthermore, the data is oftentimes maintained by service

providers far beyond the classroom walls,

Given these facts, it leads to the obvious question: how could a law written in 1974 meet the

needs of today’s students? The answer seems quite clear: it cannot. Specifically:

o FERPA has not kept pace with new technologies such as cloud email and storage, and
many have questioned what may or may not be within FERPA’s reach. As a result, some
have concluded that FERPA applies to cloud-based email for facuity but not students and
that FERPA doesn’t apply to most third party online courses. FERPA would benefit from

an update to reflect these new types of technologies that students and teachers use.

o FERPA was written such that its reach and primary sanction apply only to educational
institutions and not private third party service providers. FERPA should also be updated
to incorporate express limitations on third parties regarding certain uses of protected
student information, such as the use to target advertising or to build profiles for use in

advertising to students in the school setting or once they leave school.
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o Use of FERPA by regulators to drive better practices in schools and among third party
providers has also been challenging since FERPA’s primary sanction is the denial of
federal funds to schools. Many have suggested that this penalty is too draconian or

schools and provides no incentive for third parties to improve data privacy practices.

The time has come to do the difficult work of revising this law to bring it into the 21 century.

State Policy

In the absence of Federal action to update FERPA, states have taken this issue into their own
hands and are passing laws to provide safeguards to student data that is collected and

maintained by third-party service providers.

The Data Quality Campaign (DQC), a non-profit which closely tracks state student privacy
legislation, found that in 2014, 28 bills explicitly addressing the safeguarding of education data
were passed in 20 states. This focus on privacy is not slowing down. DQC found that as of just

last week, 102 privacy bills have already been introduced in 32 states this year.

Microsoft has also been aware of many of these state initiatives and has often provided
comments and supportive feedback to state legisiators. That said, we believe it would be
beneficial to have uniform rules to protect the privacy of every student across the country, and
consequently, we would support the creation of a single, uniform set of rules to address this

issue.

Student Privacy Pledge

Microsoft and other technology companies have also moved forward on their own to set a

higher standard for protecting student data. On October 7, 2014 Microsoft was among the 14
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original signatories of a voluntary and comprehensive industry Pledge about how participating

companies will protect student privacy. Today the Pledge has grown to over 100 signatories.

More specifically in the Student Privacy Pledge, school service providers promise to:

* Not sell student information

* Not behaviorally target advertising

e Use data for authorized education purposes only

¢ Notchange privacy policies without notice and choice

e Enforce strict limits on data retention

* Support parental access to, and correction of errors in, their children’s information
® Provide comprehensive security standards

e Be transparent about collection and use of data

Microsoft and Partners Address Student Privacy Issues Together

The Pledge has been influential and beneficial, but Microsoft believes that more should be
done. it is for this reason that Microsoft has worked closely with key national education
associations to help inform and educate schools, parents and other key stakeholders about how

to protect student data.

For example Microsoft co-published with the Consortium for School Networking {CoSN) a
professional assaciation for district technology leaders, the “Protecting Privacy in Collected
Learning” online toolkit. The toolkit is an in-depth, step-by-step guide for school district leaders
to navigate federal privacy issues and provide suggested practices for school IT administrators

that reach beyond compliance to include checklists, examples, and key questions to ask.

Microsoft has also partnered with is the National Schoo! Boards Association’s (NSBA) Council of

Student Attorneys {COSA} and co-published the “Data in the Cloud: A Legal and Policy Guide for
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School Boards on Student Data Privacy in the Cloud Computing Era.” The guide responds to the
numerous laws that potentially govern student data privacy and the guide helps district leaders

to ask the right questions and understand potential problems.

Another key partner that Microsoft works closely with is the National Parent Teacher
Association (NPTA) that is also providing testimony today. | have talked with many national and
state PTA leaders about issues and concerns they have about student privacy from over twenty
states. Last December the NPTA and Microsoft organized a two day training for a group of state
PTA volunteer advocates to learn more about the complexity of protecting students’ data. Our
work with the PTA has shown us that this is an issue of vital importance to parents, and they
have been leading the way at the state level to bring education privacy laws into the 21%

century.

Conclusion

Again, | appreciate the opportunity to be here today and | look forward to working with you on

this important issue.
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Chairman ROKITA. Thank you for your testimony.
Dr. Abshire, you are recognized for 5 minutes.

TESTIMONY OF DR. SHERYL R. ABSHIRE, CHIEF TECHNOLOGY
OFFICER, CALCASIEU PARISH PUBLIC SCHOOLS, LAKE
CHARLES, LOUISIANA

Ms. ABSHIRE. Yes, sir. Thank you, Chairman Rokita, Ranking
Member Fudge, and members of the subcommittee for inviting me
to testify about technology’s impact on student privacy and con-
fidentiality.

For over 40 years, I have served the Louisiana Public Schools as
a teacher, school librarian, principal, and technology leader. I now
serve as the chief technology officer of the Calcasieu Parish schools
in Lake Charles, Louisiana. And I am also a member of the Consor-
tium for School Networking, CoSN, the national professional orga-
nization for school tech leaders.

I appreciate this opportunity to discuss how our district uses
technology to support teaching and learning and to share our strat-
egy for balancing effective technology and data use with strong stu-
dent data privacy protections.

Technology and data use plays a central role in our district’s
strategy for supporting teaching and learning, as well as in improv-
ing the system’s planning, evaluation, and continual improvement.
Equipped with the right technology, high-quality professional de-
velopment, and appropriate data, our teachers tailor individualized
instruction, engage students, and deliver rich digital resources. Our
district also equips parent and guardians with the data they need
to monitor, understand, and support their children’s educational
progress.

Using technology to provide the right people with the right data
at the right time is critical to effective decision making at the class-
room, school district, and state levels. We believe robust data shar-
ing, however, must be complemented by well-designed strategies
and practices to protect student privacy and ensure confidentiality.

Our district has taken an aggressive and comprehensive ap-
proach to assuring student privacy. We have created extensive
data-sharing training materials, and all employees in the district
have participated in training sessions. Upon completion of this re-
quired training every year, each district employee signs a state-
ment of assurances. This process is based on CoSN’s protecting pri-
vacy in a connected learning toolkit that we produced in partner-
ship with the Harvard Law School. And the best part, it is free to
all school districts.

The Calcasieu Parish Public Schools strongly emphasize both ap-
propriate technology and secure and safe data use, including using
this data to develop a greater understanding of student needs, and
then tailoring instruction delivery of resources to help them suc-
ceed. Over the past 3 years, our district has developed a leading
edge data warehouse and data dashboard to provide our teachers
and school leaders with timely, targeted information; the informa-
tion they need to support improving learning.

Based on my experience in the Calcasieu Parish Schools, I urge
Congress to proceed very cautiously with new federal privacy re-
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quirements. We want to ensure that any contemplated legislation
doesn’t impede this type of powerful instructional data use.

We also work with all of our vendor partners that use any stu-
dent data as part of learning or assessment. We require them to
certify their compliance with our data usage policy. And our state
law reasonably addresses data sharing with vendors and requires
them to sign contracts specifying the limited purposes for which
the student information can be used.

Our district believes that our teachers and school leaders and
parents must be equipped with the right technology and the knowl-
edge about how to use the student data and protect—to use it with
fidelity to implement best practices. We provide this regularly-tar-
geted professional development designed to equip our educators
and school leaders with this knowledge they need to use to, most
importantly, improve student outcomes, and including training
them with privacy and security practices.

However, additional federal investments in technology and stu-
dent-focused privacy professional development, including the En-
hancing Education Through Technology program is urgently need-
ed. I would encourage Congress to support the President’s fiscal
year 2016 request. Unfortunately, for school districts, this program
hasn’t been funded since 2011.

Our district also prioritizes communicating with stakeholders to
convey the value of this data in teaching, learning, and decision
making. All of this information is made readily available to parents
and the entire community on our district web page. Transparency
builds trust with our communities. And that is why I hope Con-
gress will consider strategies that encourage districts to promote
data use transparency, including describing the who, what, where,
and when of their technology practices.

Protecting student data is not a one-time event. Educators’ data
needs are evolving. Security threats are constantly changing, and
professional development need are ongoing. I hope Congress would
encourage districts to implement security practices that meet the
mature technical, physical, and administrative standards.

While federal state and privacy policy is critically important,
there is no doubt in my mind that school districts and schools must
lead these efforts to protect student data privacy. And any effort
by Congress to update laws to protect students, FERPA and
COPPA, should support, not burden school district and state data
use to improve instruction and decision making.

Appropriate data sharing must be served to strengthen the po-
tential of technology to transform and improve education. I urge
Congress, please do not overreach as you address this important
issue. But instead, take a thoughtful, balanced approach focused on
supporting schools and district leaders.

I thank the members of the Committee for this opportunity to
share a realistic view of the issue from the perspective of a school
district that is engaged in this work. And I am happy to answer
any questions.

[The testimony of Dr. Abshire follows:]
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introduction

Thank you, Chairman Rokita, Ranking Member Fudge, and members of the subcommittee, for
inviting me to testify about technology’s impact on student privacy and confidentiality. For over
40 years, | have served Louisiana Public Schools as a teacher, school librarian, principal, and
technology leader. | now serve as the Chief Technology Officer of the Calcasieu Parish Public
Schools in Lake Charles, Louisiana, and | am also a member of the Board of Directors for the
Consortium for School Networking (CoSN), a national professional organization for school
district technology leaders.

Framing the Issue

t appreciate this opportunity to discuss how our district uses technology to support teaching and
learning and to share our strategy for balancing effective technology and data use with strong
student data privacy protections. Technology and data use play a central role in our district’s
strategy for supporting teaching and learning, as well as in improving the system’s planning,
evaluation, and continual improvement. Equipped with the right technology, high quality
professional development, and appropriate data, our teachers can tailor and individualize
instruction, engage students, and deliver rich digital resources. Our district also equips parents
and guardians with the data they need to monitor, understand and support their children’s
educational progress; grants school and district leaders with data to identify and address
program performance gaps and make better management decisions; and provides state leaders
with aggregate data to better assess the effectiveness of important state college and career
readiness education reforms. Finally, we are on the cusp of providing real-time data to our
students to enable feedback that deepens their learning and helps them go deeper, learn faster,
and understand areas needing improvement.

Using technology to provide the right people, with the right data, at the right time is critical to
effective decision-making at the classroom, school, district and state levels. We believe robust
data sharing, however, must be complemented by well-designed strategies and practices to
protect student privacy and ensure confidentiality. In our district, these protections include
equipping our schools with well-designed privacy policies; ensuring implementation of technical,
physical and administrative safeguards; and strengthening our educator, school leader and staff
capacity to effectively use and protect personally identifiable data. We also take steps to
continually educate our parents and other stakeholder groups about our district’s technology,
data use, and privacy strategies, so that the “what, where, and when” of our practices are
understood and broadly supported by the community.
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District Vision and Practice

Our district has taken an aggressive and comprehensive approach to assuring student privacy.
We have created extensive data sharing training materials and all employees in the district, from
the school custodians, bus drivers, to teachers and principals, have participated in the training
sessions outlining the permissible uses of student data sharing. Upon completion of the required
training, each year, every district employee signs a statement of assurances to acknowledge
their understanding and compliance with student data sharing polices and laws of the district
and state. This process is based on the CoSN Protecting Privacy in Connected Learning Toolkit
produced in partnership with Harvard Law School’s Cyberlaw Clinic and is free to all school
systems.

Calcasieu Parish Schools strongly emphasize both appropriate technology and secure and safe
data use, including using data to develop a greater understanding of student needs and then
tailoring instruction and delivery of resources to help them succeed. Over the past three years,
our district developed a leading-edge data warehouse and data dashboard to provide our
teachers and school leaders with the timely, targeted information they need to support
learning. Our system provides every school leaders and teachers in the Calcasieu Parish Schools
with rich diagnostic information — including formative and summative results and other
indicators — about each learner and their progress toward achieving Louisiana’s college and
career ready standards. This monitoring enables us to keep students on track for graduation,
including identifying warning signs that might signal serious problems such as a greater
likelihood to fall behind grade level or drop out, Based on my experiences in Calcasieu Parish, |
urge Congress to proceed cautiously with new federal privacy requirements. We want to be sure
that any contemplated legislation does not impede this type of powerful instructional data use.

Community-based organizations, researchers and private partners play an important role in
supporting our district’s efforts to meet the needs of every student. Collaborating with partners,
including appropriately and lawfully sharing student information with them to improve teaching
and learning, and to support school and district decision-making, greatly enhances our ability to
improve student outcomes and efficiently run our district. For example, we work with all of our
vendor partners that use any student data as part of a learning or assessment system. We
require them to certify their compliance with our data usage policy. Our state law reasonably
addresses such sharing by requiring all vendors to sign contracts securing their commitment to
protect student data, specifying the limited purposes for which the student information may be
used, and, as required by FERPA, ensuring that sensitive data always remains under the control
of the district. CoSN’s Security Questions to Ask of an Online Service Provider has been helpful in
identifying the key elements we expect of companies.

Congress must carefully avoid overreaching in ways that might create unintended consequences
for educationally appropriate data sharing, including avoiding legal prescriptions that disrupt
suitable private partnerships, research, evaluation and other activities designed to support
district administration and related policymaking or stifle the use of innovative and effective
web-based technology resocurces,

Our district prioritizes teacher and school leader staff development. We believe successful
data use, including ensuring best in class privacy protections, not only requires sounds policies
and practices, but also meaningful attention to building the capacity of our school leaders,
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teachers and other staff. Teachers and school leaders must be equipped with the right
technology and the knowledge about how to use and protect student data with fidelity to
implement best practices. As a result, we support successful implementation of our data
systems and practices with regularly targeted professional development designed to equip our
educators and school leaders with the knowledge they need to use data to improve student
outcomes, including training them in privacy and security best practices. Additional federal
investments in technology and student privacy focused professional development, including
through the Enhancing Education through Technology Program, would contribute significantly to
helping districts protect student data privacy by ensuring they have access to leading-edge
security protections and equipping education professionals with the knowledge they need to
successfully implement privacy policies and protocols. | encourage Congress to support the
President’s FY 2016 request to fund this important program. Unfortunately this program has not
received funding since 2011.

Our district prioritizes communicating with stakeholders to convey the value of data to
teaching, learning, and decision-making. With this goal in mind, we work to ensure that our
parents and communities find value in the data that is collected and understand the “who,
what, where, and when” of data collection and use. We also established a clearly
understandable data inventory and description of the data we use. All of this information is
made readily available to our parents and community on our district webpage. This step not
only buitds trust and understanding in our community, but also forces our district to reflect on
our data use practices and ensure that we are not unnecessarily collecting student information.
Informed communities become allies in both effective data use and privacy protection and
recruiting them begins with efforts to promote transparency. CoSN and the National School
Public Relations Association have produced a helpful infographic which school districts can use
with their parents / guardians to convey why we collect data and how we protect it. This type of
transparency is key to building trust with our communities. Congress should consider strategies
that encourage districts to promote data use transparency, including describing the “who, what,
where, and when” of their technology and data practices.

Finally, our district strives to routinely review and update our privacy, technology and data
use policies, so that they reflect our educational needs and evolving privacy best practices.
Protecting student data is not 2 one-time event. Educators’ data needs evolve, security threats
are constantly changing, and professional development needs are ongoing. We work to ensure
that our policies reflect this dynamic environment so that we can meet our professional’s needs
and anticipate and address policy or practice gaps that might compromise the privacy of our
students. Congress should encourage districts to implement security practices that meet mature
technical, physical and administrative standards. Congress should also encourage districts to
continually examine and update their privacy and security policies and practices and provide the
resources needed to ensure our schools remain on the leading edge of privacy protections.

Conclusion

While federal and state privacy policy is critically important, school districts and schools must
lead efforts to protect student data privacy. Any effort by Congress to update federal privacy
laws to better protect students, including improvements to FERPA and Children’s Online Privacy
Protect Act (COPPA), should support, not burden school, district and state data use to improve
instruction and decision making. Appropriate data sharing with researchers, evaluators and
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private partners engaged in supporting educational and administrative activities must be
preserved to strengthen the potential of technology to transform and improve education.

Although they have some weaknesses, FERPA and COPPA already provide a strong foundation
for local privacy leadership and decision-making. Any new federal law should concentrate on
addressing clear gaps in the present system, including the absence of a focus on ensuring
technical, physical and administrative protocols and especially the lack of sufficient resources for
professional development targeting educators, school leaders and staff.

1 urge Congress not to overreach as it addresses this important issue, but instead to take a
thoughtful, balanced approach focused on supporting district and school leadership.

I thank the members of the Committee for the opportunity to share a realistic view of this issue
from the perspective of a school district. i will be happy to answer any questions the Committee
might have.
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ADDENDUM

CoSN’s Protecting Privacy in Connected Learning Initiative

This CoSN-led effort provides school leaders and stakeholders with a suite of resources to help
them navigate the four major federal privacy laws and address key questions about protecting
student privacy.

The resources offered through the initiative include an in-depth, step-by-step toolkit;

infographics to empower schools leaders to clearly discuss the issue; and additional
complementary, standalone tools.
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Chairman ROKITA. Thank you, Dr. Abshire. Appreciate it.
Mr. Reidenberg, you are recognized for 5 minutes.

TESTIMONY OF MR. JOEL R. REIDENBERG, STANLEY D. AND
NIKKI WAXBERG CHAIR AND PROFESSOR OF LAW, FOUND-
ING ACADEMIC DIRECTOR, CENTER ON LAW AND INFORMA-
TION POLICY, FORDHAM LAW SCHOOL, NEW YORK, NEW
YORK

Mr. REIDENBERG. Thank you, Mr. Chairman. And good morning.
Good morning, Ranking Member, and distinguished remembers of
the committee. I very much appreciate the opportunity to testify
today.

I studied and written on privacy technology for over 25 years.
And I focused the last 5 or 6 years on student privacy issues, in-
cluding several national studies that have been presented pre-
viously to this subcommittee. On a personal level, I served on a
school board for 5 years. So it is an issue that is actually quite
close to my heart.

I am testifying today though on my own behalf, I am not rep-
resenting any organization with which I am affiliated. I have sub-
mitted a longer witness statement, but I am just gonna summarize
that during the 5 minutes.

Educational technologies and the use of data today is trans-
forming American education. We see tremendous opportunities to
improve education. And at the same time, we see the scope of data
collection has now become massive. And our privacy laws simply
aren’t working to protect children’s privacy when that information
is coming from schools.

We have three statutes in our federal privacy law; FERPA, the
Protection of Pupil Rights Amendment from the 1970s, and
COPPA. The Pupil Rights Amendment Act and COPPA are really
addressing very narrow issues. One focuses on surveys in schools.
The other focuses on directly collecting data from children.

So the main privacy legislation that addresses student informa-
tion is FERPA. And FERPA desperately needs to be updated for
the 21st Century. We have heard—you know, 40 years ago when
it was enacted, data was kept—the records were kept in file cabi-
nets. It worked then, but schools had no computers and the inter-
net wasn’t anyone’s dream in the school systems in those days.

There are really three areas that I think we need to address in
modernizing FERPA. The first is that the coverage of FERPA is
outdated. FERPA governs educational records. Well, today, student
and educational records are narrowly defined. Today, the kind of
information will range from grades to metadata about reading hab-
its. Much of the data that comes from learning tools is outside the
scope of FERPA.

FERPA is a financing statute. It applies to institutions receiving
federal funds, and only those institutions. That means the vendor
community—those supplying many of these services—have no di-
rect statutory obligations. Schools have them. But schools are often
in a very difficult position to be able to work—deal with—contract
with the vendors.
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We have so many schools across the country that don’t have legal
council, don’t have sufficient technology expertise to even know
what they are looking at when they see a vendor agreement.

The privacy pledge that we heard about this morning is a tre-
mendous initiative, but it is not a substitute for strong legal protec-
tions. And then FERPA misses very important elements. FERPA
saying nothing about data security, saying nothing about breach
notification, has nothing on the transparency of how vendors might
be using and sharing information. So these are elements the cov-
erage of FERPA just doesn’t match what is going on today.

The approach—the secondary, the approach of FERPA itself, is
outdated. FERPA’s focus was on confidentiality and parental ac-
cess. Today, the critical issues are about permissible educational
uses of student data. What is the use; right? We have other stat-
utes, like the Fair Credit Reporting Act, is a permissible purpose
statute. That works in the modern world. FERPA doesn’t. FERPA
needs to look toward that model, identify what are truly edu-
cational uses. Those are fine. Everything else is prohibited wthout
parental consent.

Data mining, homework assignments, teacher interactions, all of
these things today, are they appropriate uses for the students’
data? As a parent, a former board member, I don’t think our chil-
dren should be required to subsidize private commercial gain to get
an education through their information being monitored and used.

Lastly, the third area is enforcement and remedies. FERPA is es-
sentially unenforceable. The one existing remedy is a nuclear op-
tion. It has never been used by the department of education. It is
total withdrawal of federal funds.

The victims have no redress. If you or your family’s information
is compromised, there is no redress under FERPA. FERPA needs
to have graduated sanctions, fines, various abilities to enforce
through the Department of Education. I think the State’s attorney
general ought to have enforcement authority. We see that again in
the consumer credit reporting area. And I think it would be very
important to have private enforcement options so that families
have redress.

It would be helpful for Congress, I think, to encourage the States
to have chief privacy officers in their state departments of edu-
cation to assist the local schools. Because it is very difficult for
local school to understand how to navigate this territory.

So my conclusion is that Congress can no longer wait. If we want
the innovation that educational technologies and data uses offer us,
if we want that to be accepted by schools and parents, Congress
has to update FERPA so that it matches what will be happening
in the school communities. Otherwise, parents will not have trust,
and there will be a constant struggle between the communities and
the schools and the educators and national education policy.

Thank you.

[The testimony of Mr. Reidenberg follows:]
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Good morning Chairman Rokita, Ranking Member Fudge and distinguished members of
the Committee. 1 would like to thank you for the opportunity to testify today on
emerging education technologies and their effects on the privacy of our nation’s school
children.

My name is Joel Reidenberg. 1 am a law professor at Fordham University where I hold
the Stanley D. and Nikki Waxberg Chair in Law and a visiting lecturer at Princeton. Tam
also the founder and director of the Fordham Center on Law and Information Policy
{(“Fordham CLIP™). As an academic, [ have written and lectured extensively on data
privacy law and policy and am a member of the American Law Institute where 1 serve as
an Adviser to the Restatement of the Law Third on Information Privacy Principles. Of
particular relevance to today’s hearing, I directed the Fordham CLIP research studies on
Privacy —and  Cloud Computing in  Public  Schools” (Dec. 12, 2013)
http://law.fordham.edu/k12cloudprivacy, and on Children’s Educational Records and
Privacy: A Study of Elementary and Secondary School State Reporting Systems (October
2009) http://law.fordham.edu/childrensprivacy/. 1 also supervised the Fordham CLIP
Privacy Handbook for Student Information Online: A Toolkit for Schools and Parents,
http:/law fordham.edu/center-on-law-and-information-policy/34710.htm that was just
released last week. On a direct practical level, I served for five years as an elected
member of my local school board where I chaired the Board’s Program Committee.

In appearing today, 1 am testifying on my own behalf as an academic expert and my
views should not be attributed to any organization with which I am aftiliated.
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I would like to focus my testimony on the need to modernize federal educational privacy
law to meet the challenges of today’s educational technologies. I will place a particularly
emphasis on the Family Educational Rights and Privacy Act of | 974" (“FERPA™).

Education Technology, Schools and Data Use

Today, local schools are uniformly transferring vast amounts of student information to
state educational agencies and to online third parties for many varied purposes.

At the state level, the enactment of No Child Lefi Behind established new school
reporting obligations that increased data collections about individual children by state
education departments. Over the ensuing years, the states created longitudinal databases
known as State Longitudinal Data Systems (“SLDS”) to track educational progress and
often relied on private education technology vendors to provide hosting and analytic
services. These SLDS collect and process extensive information about individual children
and are ?esigned using common data standards so that links can be made between state
systems.

At the local level, school districts across the country are rapidly embracing evolving
online technologies to meet data-driven educational goals, satisfy their reporting
obligations, realize information technology cost-savings, and take advantage of new
instructional opportunitics.  These educational technologies serve many different
functions including data analytics, student performance reporting, classroom and learning
support, career guidance support, school bus route planning, and server hosting.”  These
online educational services involve the collection and transfer of enormous quantities of
student information to third party commercial organizations including school records,
homework essays, fitness profiles, and even lunchroom purchases. In essence, most
schools across the country outsource their children’s data.

Outdated Education Privacy Law

Federal educational privacy law has failed to keep up with the developments in the use of
student data and fails to protect the privacy of student information in a range of
commercial computing services used by states and schools.

"20U.8.C. § 1232¢

2 See Joel R. Reidenberg, Jamela Debelak, et al. Children’s Educational Records and
Privacy: A Study of Elementary and Secondary School State Reporting Systems (Fordham
CLIP: Oct. 28 2009) http://law.fordham.edu/childrensprivacy/ [hereinafter “Fordham
CLIP 2009 Study”]

> joel R. Reidenberg, N. Cameron Russell, Jordan Kovnot, Thomas B. Norton, Ryan
Cloutier & Daniella Alvarado, Privacy and Cloud Computing in Public Schools”
(Fordham CLIP: Dec. 12, 2013) http://law.fordham.edu/k12cloudprivacy, [hereinafter
“Fordham CLIP 2013 Study™], at pp. 17-18
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Three federal privacy statutes address student information that may be collected by and
from schools: FERPA, the Children’s Online Privacy Protection Act* (“COPPA™) and
the Protection of Pupil Rights Amendment® (“PPRA”).

FERPA is the oldest and best-known educational privacy statute. FERPA was enacted
over forty years ago when student records were confined to file cabinets in the principal’s
office. The statute is essentially a confidentiality law that was designed to protect
students’ paper files. When FERPA became law in 1974, computers did not exist in
schools and internet access was decades away. Consequently, FERPA does not function
as a complete fair information practice statute for student information.

COPPA focuses on one particular issue: the online collection of personal information
directly from children younger than 13 years old without parental consent. And, the
PPRA primarily addresses the use of certain types of data collected from in-school
surveys as well as some marketing activities.

Collectively, these three statutes miss the wide-ranging scope and scale of the use of
student information through emerging educational technologies. As a result of high
profile data sharing programs such as those proposed through inBloom® and revelations
about the use of school data in commercial products such as the Google Apps for
Education,” many states have explored new privacy requirements for student information.
These requirements generally focus on prohibitions related to advertising and marketing
uses of information gathered about school children. Many other concerns remain such as
parental access and consent to the use of children’s data, the legitimacy of non-marketing
commercial uses of school data, data security and the sheer volume of data gathering
programs.

Modernizing FERPA to meet today’s needs

Without an adequate set of privacy protections for student information online, our
children’s privacy will be compromised and innovative education technologies and
programs will face justifiable parental skepticism and opposition. We have already seen
these effects with the dissotution of inBloom as a result of strong opposition related to

415 U.S.C. §§ 6501-6506

520 U.S.C. § 1232h

® See Benjamin Herold, inBloom to shut down amid growing privacy concerns, Eduation

Week, Apr. 21,2014

hitp://blogs.edweek.org/edweek/Digital Education/2014/04/inbloom_to_shut_down_amid
growing_data privacy_concerns.html

7See Michele Molnar, Google Abandons Scanuing of Student Email, Education Weck,

Apr. 20,2014,

hitp://blogs.edweek.org/edweek/marketplacek 12/2014/04/go0gle_abandons_scanning_of
student_email_accounts.html

»
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privacy® and with the failure of ConnectEdu to respect the conditions of student privacy
in its bankruptcy proceeding.’

FERPA desperately needs to be updated in order to assure student privacy in the 21"
Century and to enable the development of robust educational programs that take full
advantage of educational technologies.

Five areas in FERPA need to be addressed:
1. Update the definition of “Educational Record”

FERPA covers “educational records” in a very narrow sense and contemplated only those
records that were originally kept in central administration files such as teanscripts.'® The
statute also specifically carves out an exemption for “directory information” including a
student’s name, address, date of birth, telephone number, age, sex, and weight.

The 1974 definition and the directory information exclusion no longer make sense in
2015. Much of the data gathered and used in the context of online services will be
outside the scope of the existing definition. For example, metadata gathered from a
learning app used by a child in school that was then compiled to create a profile of the
child for content delivery would not be an “educational record” and would fall outside the
bounds of FERPA. Similarly, information developed by a school’s transportation
company identifying the street corners where 6" graders wait to take the school bus
would fall outside FERPA and could be disclosed for advertising purposes and even
possibly disclosed to non-custodial parents. Likewise, a child’s homework assignment
saved or shared with a teacher on a third-party service would not be an “educational
record” and would not protected by FERPA.

For meaningful protection of student privacy in this environment, FERPA needs to
encompass any information gathered about children for educational and school related
uses. This would include profiles, whether or not identitied to specific students, if those
profiles will have an effect on the child’s education or school related services.

2. Update FERPA to apply to vendors

Currently, FERPA does not apply directly to vendors. By its terms, FERPA only applies
to educational agencies and institutions that are recipients of federal funds.,'' When
schools and state agencies use third-party vendors, the schools and agencies have
compliance obligations, but the vendors do not. The vendor’s only legal obligations

¥ Sec Herold, supra note 6.

? See Michelle Molnar, Millions of Student Records Sold in Bankruptcy, Education
Weck, Dec. 10, 2014, http://www.edweek.org/ew/articles/2014/12/10/millions-of-
student-records-sold-in-bankruptcy.html

19 See Owasso Independent School District v. Falvo, 534 U.S. 426 (2002)

120 U.S.C. § 1232g(a)
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derive from their contracts with those schools and agencies.'> Fordham CLIP’s research
demonstrated that typical contracts and SLDS programs have not adequately protected
student information and, at the local level, schools are poorly equipped to address the
vendor contracts.””  While many responsible vendors are committing to protect student
privacy through the Future of Privacy Forum’s K-12 Student Privacy Pledge'®, the pledge
is not an adequate substitute for meaningful legal protection applicable to all industry
participants.

If FERPA is to cover adequately the ecosystem of student information, the statue must
apply to all participants. The importance of this direct applicability is illustrated by a
new trend among some ed tech companies to market products directly to teachers such as
online gradebooks.’®  These marketing efforts are designed to bypass school
administrators. As a result, these vendors are, in effect, soliciting teachers to violate
FERPA because the teachers will generally not have the legal authority to enter into
contracts for the transfer of the district’s student data. While the Federal Trade
Commission might be able to bring a deceptive practice claim, as a policy matter FERPA
should address vendors directly.

3. Update FERPA to address “educational uses”

FERPA’s original focus was on confidentiality and parental access to educational
records. Now that student information is more extensive and the analysis of that data is
more critical to the development of innovative learning tools, FERPA needs to provide
clear parameters for legitimate educational uses of student information. FERPA should
define permissible “educational uses” or “educational purposes” for student information
and prohibit other uses without parental consent.

This approach is not new in American privacy law. The Fair Credit Reporting Act
(“FCRA”), for example, is a permissible purpose statute. The law limits the use of
consumer reports without consent to specifically defined purposes.’® The FCRA’s
approach was very successful and has been widely recognized as a key factor in the
development of a robust and fairer consumer credit market in the United States. For the
education sector, there now needs to be a conscious public choice about the legitimacy of
how information is gathered and used when the data comes from children in school.

"2 While under FERPA the Department of Education may bar a school from using federal
funds to contract with a particular vendor, this indirect applicability is rare and
cumbersome. See 20 U.S.C. 1232g(b)(4)(B).

'3 See Fordham CLIP 2013 Study, supra note 3; Fordham CLIP 2009 Study, supra note
2.

' See Future of Privacy Forum K-12 Student Privacy Pledge,
http://studentprivacypledge.org/ (109 companies have signed the pledge as of Feb. 9,
2015)

13 Stephanie Simon, Data mining your children, Politico, May 15, 2014
http://www.politico.com/story/2014/05/data-mining-your-children-106676.htm!

16
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As a parent and former school board member, I do not believe that public schools should
be used to gather students’ information for private commercial gain or used to barter their
children’s information as products for third-party gain. Google, for example, has waived
using student information mined from Google Apps for Education for advertising
purposes.”’  But, what about data mining students’ homework assignments or teacher
interactions to profile the students and then use or sell those profiles to skew search
engine results or modify delivered content? T believe that such types of commercial
practices are not legitimate educational uses of student information and should be
proscribed.

For educational privacy to be protected effectively by FERPA, the statute needs to
specify that student information gathered online may only be used to provide direct
educational benefits to the child whose information is used. Because the educational
legitimacy of particular data collections and uses will often be contextually driven,
FERPA also needs to have a safe harbor mechanism that will enable the Department of
Education, state agencies and local schools to define the educational appropriateness of
particular types of online practices.

By specifically enumerating legitimate educational uses and creating a safe harbor
mechanism, [ believe many of the complex issues related to the status of a data recipient
such as whether a third party qualifies as a “school official” can be streamlined and
resolved.

4, Expand FERPA to cover additional key information practices

FERPA includes important transparency requirements for student information. Parents
have a right of access to their children’s educational records held by educational agencies
and institutions. This transparency needs to extend to any organization processing
student information. Like the credit reporting system, families should be able to know
who has their children’s data and they should have the right to seek correction of
inaccurate information.

In connection with transparency, processors of student information should be accountable
to families regarding the identity of organizations to whom student information was
disclosed. Credit reporting agencies must disclose to the consumer the identities of
recipients of the consumer’s credit report.  Families deserve the same transparency for
their children’s information.

Another key information practice is data security. FERPA does not include any data
security or breach notification obligation and a disturbingly large number of school

7 Google, Protecting students with Google Apps for Education, Apr. 30, 2014
http://googleenterprise.blogspot.com/2014/04/protecting-students-with-google-apps.html
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contracts with vendors fail to include security obligations or requirements.’® With major
security breaches occurring on an almost daily basis and with reported failures by
education technology services to implement even minimal security,'® student information
needs legal protection that includes security and breach notification obligations.

5. Update FERPA enforcement remedies and oversight

The only sanction available under FERPA is the denial of federal educational funds by
the Department of Education. This is a “nuclear option” and, to date, the Department has
never issued such an order. FERPA needs to have a graduated range of remedies and
broader enforcement capabilities, including fines and enforcement by the Federal Trade
Commission and the state attorneys general along with the Department of Education.

The lack of a private right of action under FERPA means that victims and their families
have no redress or remedy for the violation of a child’s privacy.”®  For basic fairness,
families should have a direct means of redress when their children’s privacy is violated.

Lastly, FERPA confers guidance and oversight to the Department of Education that has a
poorly funded office by comparison to the Office of Civil Rights in the Department of
Health and Human Services where the privacy provisions of the Health Insurance
Portability and Accountability Act (HIPAA) are enforced”’  FERPA can be more
effective if Congress enhances the Department of Education’s capacity to provide
guidance and oversight. Likewise, educational privacy would be better served under
FERPA if Congress were to encourage the states to create Chief Privacy Officer roles to
provide local guidance through the respective state departments of education.

Recommendation

Congress can no longer wait to reform federal educational privacy rights.  Congress
should modernize FERPA to:

'® In 2013, a Fordham CLIP study found that 40% of school data hosting agreements
failed to require any data security and in other categories of services 33% or more of the
agreements failed to require the deletion of student information at contract termination.
See Fordham CLIP 2013 Study, supra note 3, Executive Summary, pp. 1-2.

' See Natasha Singer, Uncovering security flaws in digital education products for school
children, NY Times, Feb. 9, 2015, p. Bl
www.nytimes.com/2015/02/09/technology/uncovering-security-flaws-in-digital-
education-products-for-schoolchildren.html

 Gonzaga Univ. v. Doe, 536 U.S. 273 (2002)

! For an interesting discussion of government agency privacy oversight activity, see
Robert M. Gellman, Who is the more active privacy enforcer: FTC or OCR?, Concurring
Opinions, Aug. 23, 2013, http://concurringopinions.com/archives/2013/08/who-is-the-
more-active-privacy-enforcer-fic-or-ocr.html
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* Protect all student information and not just “educational records” as
conceived in 1974

* Apply directly to vendors

* Authorize the use of student information for specified educational
uses and prohibit non-educational uses of student information

¢ Expand transparency obligations and add data security requirements

* Provide a range of enforcement remedies

* Encourage states to create Chief Privacy Officers

Thank you again for the opportunity to participate in this hearing and for your
consideration of my testimony.
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Protecting Privacy
in Connected Learning

Ten Steps Every District Should Take Today

With so much uncertainty about what districts can or should be doing to help ensure the privacy of student data; it
would be easy to lose sight of some very concrete steps that can be taken today.

1. Designate a Privacy Official —A senior district administrator needs to be designated as the person responsible for
ensuring accountability for privacy laws and policies. This is a “divide and conquer” issue, but someone needs to be
in-charge.

2. Seek Legal Counsel—Make sure that the legal counsel your district has access to understands education privacy
laws and how they are applied to technology services. Do not wait until there is a pressing issue that needs to be
addressed.

3. Know the Laws--Many organizations have and will be publishing privacy guidance for schools, such as the toolkit
CoSN toolkit available at hitp://www.cosn.org/privacy. The US Department of Education’s Privacy Technical Assis-
tance Center is a must-know resource at http://ptac.ed.gov/,

4. Adopt School Community Norms & Policies—Beyond the privacy laws, what does the school community really
expect when it comes to privacy? Seek cansensus regarding collecting, using and sharing student data.

5. Implement Workable Processes—There must processes for selecting instructional apps and online services, No one
wants to slow innovation, but ensuring privacy requires some planning and adherence 1o processes. Once énacted,
the processes should be reviewed regularly to ensure that they are workable and that they reflect current intérpre-
tations of privacy faws and policies.

6. Leverage Procurement—Every bid or contract has standard language around a wide range of legal issues, By adopt-
ing standard language related to privacy and security you will make your task much easier. Unfortunately, many
online services are offered via “click-wrap” agreements that are “take it or leave it.” You may have to look for alter
natives solutions if the privacy provisions of those services do not align with your expectations.

7. Provide Training—Staff need training so they will know what to do or why it is important. Annual training should be
required of any school employee that is handling student data, adopting online education apps and contracting with
service providers. Privacy laws represent legal requirements that need to be taken seriously.

8. inform Parents—Parents should be involved in the development of privacy norms and policies. Just as schools pro-
vide information about online safety and appropriate use, they need to put significant effort into making sure that
parents understand the measures taken to protect student privacy.

9. Make Security a Priority—Privacy starts with security. Secure the device, the network and the data center. Toughen
password policies. Have regular security audits conducted by a third party expert.

10. Review and Adjust—interpretations of privacy laws are changing and new laws may be added. School policies and
practices will need updating and adjusted so that they reflect legal requirements. Processes can become burdenso-
mand when that happens, some people may want to skirt the process.

Excerpted from Making Sense of Student Data Privacy (May 2014), authored by Bob Moore, Founder, RIM Strategies LLC
and supported by Intel. The full report can be found at http://www.k12blueprint.com/fprivacy.
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i

Parents and guardians want assurances that personal information and data about their
children are secure and protected by our school system. These questions are rising as we use
the Internet, mobile apps, cloud computing, online learning and new technologies to deliver
exciting new education services.

At our'school we strive to be clear about what data we collect, how data supports your child's
education and the safeguards in place to protect that data. .

What Data do We Collect and Wh UL / s

Measuring Progress
and Participation of
our Students

Sehool Operations

We collect data such as
addresses and phone
numbers, gender and age,
as well as information to
ensure student safety, and
accurate reporting to help
run our school operations
efficiently,

We collect data such as
attendance, grades and
participation in school-
sponsored extra-curricular
activities to enable students
to succeed.

Strjving to Meat the

e af Stud
We collect surveys and
other feedback to improve
teaching and learning

and address other issues
important to students
and their families.

We collect results from
focal, state and national
assessrments to provide
teachers, administrators and
parents important informa-
tion about student, program
and school performance
and improve the education
programs we offer.
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Sticce et

data=success!

SCHOOL OFFICIALS
and community

TEATHERS need members need to

data to understand . STUDENTS need understand school
when students are feedback on their performance and know
thriving and when FARENTS and guardians progress so they can if scarce education
they need more need access to their make good decisions resources are being
support in learning child's educational data about program choices allocated fairly and

specific concepts.

to help them succeed. and prepare for success. effectively.

A

When we use an online service provider to process or
store data, they also must adhere to cartain federal
and state and privacy laws. We also expect them to
use currant security protovols and technology.

We follow federal and state
education privacy laws
and adhare to privacy
and security poficies,

« Additionally, the federal Children’s Online Privacy Protection Act
(COPPA) prevents child-directed websites and apps from collecting
certain personal information from anyone under 13 years of age without
parental permission. Our school system may consent on behalf of parents
in the education context when student information is collected for the
school's exclusive use and benefit and for no other commercial purpose.

= For example, the Family
Education Rights & Privacy
Act (FERPA) gives parents
rights refated to their children’s
education records and person-
ally identifiable information.
Additional information is available in

our annual notice to parents of their rights under # Under FERPA, our vendors cannot use the education records we provide in any

FERPA and from the U.S. Department of Education way that is not autherized by the school district. They cannot sell this data or altow

at http://familypolicy.ed.gov/. others toaccess it except as we permit in accordance with federal and state education
privacy faws.

e e e

We are working to improve your children's education by ensuring

it meets their unique needs. It would be very difficult to accomplish
this goal without the ability to capture important information about
your child’s progress. Protecting personal information in secure and
responsible ways is at the heart of our efforts to provide a richer
and more dynamic learning experience for all students.
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Protecting Privacy

onnected Leaming

Security Questions to Ask of An Online Service Provider

1t is important to understand your provider’s security practices to ensure that data shared with and collected
by the provider remain private and protected. You should work with your School System’s security point of
contact to determine whether the security practices of the provider comply both with School System policies
and applicable laws. While neither FERPA nor COPPA prescribes specific security standards, school systems
should look to industry suggested practices when assessing an online service provider.

The following is a non-exhaustive list of key security questions to discuss with your provider. A service level
agreement {SLA) should include as many of these considerations as possible.

Data Collection
+  What data does the provider collect?
«  What, if any, data is collected by 3" parties {e.g., via cookies, plug-ins, ad networks, web beacons etc.}?

Network Operations Center Management and Security
+  Does the provider perform regular penetration testing, vulnerability management, and intrusion

prevention?

+  Areall network devices focated in secure facilities and under controlled circumstances {e.g. 1D cards, entry
fogs)?

*  Are backups performed and tested regularly and stored off-site?

*  How are these backups secured? Disposed of?

«  Are software vulnerabilities patched routinely or automatically on all servers?

Data Storage and Data Access
»  Where will the information be stored and how is data “at rest” protected {i.e. data in the data center)?

- Will any data be stored outside the United States?
- 1s all or some data at rest encrypted (e.g. just passwords, passwords and sensitive data, all data)
and what encryption method is used?
«  How will the information be stored? If the cloud application is multi-tenant {several districts on
one server/instance} hosting, how Is data and access separated from other customers?
- FERPA requires that records for a school be maintained separately, and not be mingled with data
from other school systems or users.
*  Are the physical server(s) in a secured, locked and monitored environment to prevent unauthorized
entry and/or theft?
+  How does the provider protect data in transit? e.g. S5, hashing?
«  Who has access to information stored or processed by the provider?
- Under FERPA, individuals employed by the provider may only access school records when
necessary
to provide the service to the School System.
- Does the provider perform background checks on personnel with administrative access to servers,
applications and customer data?
- Does the provider subcontract any functions, such as analytics?
- What s the provider’s process for authenticating callers and resetting access controls, as weli as
establishing and deleting accounts?
*  if student or other sensitive data is transferred/uploaded to the provider, are all uploads via SFTP or HTPPS?



42

Data and Metadata Retention
«  How does the provider assure the proper management and disposal of data?
- The provider should only keep data as long as necessary to perform the services to the School.
e How will the provider delete data?
- Is data deleted on a specific schedule or only on termination of contract? Can your School request
that information be deleted? What is the protocol for such a request?
«  You should be able to request a copy of the information maintained by the provider at any time.
«  All data disclosed to the provider or collected by the provider must be disposed of by reasonable
means to protect against unauthorized access or use,
¢ Upon termination of the contract, the provider should return afl records or data and properly delete
any copies still in its possession.

Development and Change Management Process

«  Does the provider follow standardized and documented procedures for coding, configuration
management, patch instailation, and change management for all servers involved in delivery of
contracted services?

e Are practices regularly audited?

*  Does the provider notify the School System about any changes that will affect the security, storage, usage,
or disposat of any information received or collected directly from the School?

Availability

«  Does the provider offer a guaranteed service level?

+  Whatis the backup-and-restore process in case of a disaster?

«  What is the provider’s protection against denial-of-service attack?

Audits and Standards

*  Does the provider provide the School System the ability to audit the security and privacy of records?

s Have the provider’s security operations been reviewed or audited by an outside group?

«  Does the provider comply with a security standard such as the International Organization for
Standardization {1SO), the Payment Card industry Data Security Standards {PCl DSS}?

Test and Development Environments
o Will “live” student data be used in non-production {e.g. test or development, training} environment?
«  Are these environments secure to the same standard as production data?

Data Breach, Incident Investigation and Response
«  What happens if your online service provider has a data breach?

« Do you have the ability to perform security incident investigations or e-discovery? If not, will the provider
assist you? For example, does the provider log end user, administrative and maintenance activity and are
these logs available to the School System for incident investigation?

SN
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Protecting Privacy
i}

cred Learning

Suggested Contract Terms

After your School System chooses an online service provider, it is important to draft a contract that specifies
how the provider will comply with your School System’s security requirements. Drafting a contract should be
done under the guidance of your School System’s legal counsel; however, the following suggested contractual
terms identify key components to consider including.

The contract should specify the services to be provided and the provider’s obligations, including the following:

1. Contract Scope, identify all elements that comprise the agreement and what order of precedence is
followed in the event of a contradiction in terms. {dentify any contract terms that are incorporated by
reference (e.g. URL).

2. Purpose. if you have determined that the provider qualifies as a “schoot official” under FERPA and you wili
use the school officials exception as the vehicle for disclosing FERPA protected information to a provider,
specify: (i) that the provider is considered a school official, (i} the legitimate educational interest that
the provider is fulfilling, (iii) the nature of the data collected, and (iv} the purpose for which any FERPA
protected information is being disclosed.

3. Data Collection, Use and Transmission. Specify how the provider may use or collect data from the School
System and your students, and any restrictions that may apply to the provider’s use of that data and
ensure that you bind the provider to those uses and restrictions. At a minimum, you should address the
following:

.

Specify that the provider should only be permitted to use any information stored, processed, or
collected as necessary to perform the services for the School System. Include a specific restriction on
the use of student information by the provider for advertising or marketing purposes, or the sale or
disclosure of student information by providers,

.

Specify any metadata the provider will collect {e.g. logs, cookies, web beacons, etc.).

Specify any data and metadata any 3" party will collect (e.g. analytics, etc.) as a function of the use of
the provider’s service,

-

Specify that the provider should be restricted from accessing, collecting, storing, processing or using
any school records, and student or parent information, for any reason other than as necessary to
provide the contracted services to your School.

* Specify when and how the provider may disclose information it maintains to other third parties. Under
FERPA, providers may not disclose education records provided by your School System to third parties
unless specified in your contract.

-

Specify whether the School System and/or parents {or eligible students) will be permitted to access the
data {and if so, which data) and explain the process for obtaining access. Consider if the contract needs
to specify whose responsibility it is {the provider or the Schooi System) to obtain parental consent and
facilitate parent’s request 1o access student educational records.
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« Specify that data collected belongs to the School System {and/or its users) and that the provider
acquires no rights or Hicenses to use the data for purposes other than for the delivery of the service.

« Specify that a provider must disclose if it will de-identify any of the FERPA protected data that it will
have access to and if so, require that the provider supply details of its de-identification process.
When appropriate, you may want to retain rights to approve such a process prior to the provider using
or sharing de-identified data in ways that are beyond the purpose for which any FERPA protected
information is disclosed.

Data Security. Specify any security requirements that the provider must follow to the extent that it
maintains, processes, or stores any information on behalf of the School System. At a minimum, the
contract should address the following:

» The provider must securely maintain all records or data either received from the School System or
collected directly from the school, teachers, students, or parents in accordance with the security
standards designated by the School.

« Information, content and other data collected and stored from and on behalf of the School System and
the students should be stored and maintained separately from the information of any other customer,
school, or user.

* The provider should restrict access to your School System’s information to only those individuals that
need to access the data in order for the provider to perform the agreed-upon services.

* The agreement should identify what happens if the provider has a data breach. The agreement
should identify the provider’s responsibilities including the School System’s point of contact, required
notification time, and any obligations for end user notification and mitigation.

You should have the right to audit the security and privacy of your School System’s or students’ records
or data.

» Require the provider to notify you in writing about any changes that will affect the availability, security,
storage, usage or disposal of any information.

Data Retention and Disposal. Assure the proper management and disposal of data or information
pertaining to the School or its students. All data disclosed to the provider, or collected by the provider,
must be disposed of by secure means to ensure that it is protected from unauthorized access or use.

Bankruptcy or Acquisition. Specify what happens to the data if the provider goes out of business or is
acquired by another firm. Is there a source code or data escrow provision?

Service Levels and Support.
« Specify the service levels the provider must meet and any credits you receive for any failure by the
provider to meet these service levels.

» Require the provider to supply the School with all the technical assistance you may need to use the
services.

LEADING EDUCATION INNOVATION
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8. Governing law and jurisdiction. Typically a provider’s default contract will specify that it is governed by
the law of the provider’s home state. Public institutions generally have significant restrictions on their
ability to consent to such provisions under the School System’s local state laws,

« Check with your legal counsel about what law can govern contracts entered into by your School in light
of your School’s state laws.

9.  Modification, Duration, and Termination Provisions. Establish how long the agreement will be in force,
what the procedures will be for modifying the terms of the agreement {mutual written consent to
any changes is a best practice), and what both parties’ responsibilities will be upon termination of the
agreement, particularly regarding disposition of student information maintained by the provider. Upon
termination of the contract, the provider should return all records or data and properly delete any copies
still in its possession, including archives and/or backups.

10. Liability. The provider should be liable for the activities of its staff and subcontractors.

« The provider should generally have an obligation to comply with all applicable laws, including privacy
laws.

if the provider will be collecting data from children under the age of 13, the provider should comply
with COPPA.

« The provider should be liable for any breaches in security or unauthorized third party access arising out
of the provider's breach of its contract obligations.

« The provider should be liable to the School System for any claims or damages that arise as a resuft of
the provider’s failure to comply with its obligations as a Cloud Service Provider under COPPA, FERPA, or
other applicable laws.

Limits of liability should be consistent with market-tested commercial practices and should appropri-
ately allocate risk between the Vendor as a Cloud Service Provider and the Customer as the owner of
its Data.

-

The School System may wish to identify through negotiation specific categories of direct damages that
would be excluded from traditional definitions of consequential damages.

Endorsed by The Association of School Business Officials International.

SN
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Chairman ROKITA. Thank you for your testimony.

The way this usually works is the subcommittee chairman usu-
ally asks out with asking his questions. But I find out that my life
goes smoother when I defer to the full committee chairman when
he is in the room.

Sir, thank you for your leadership. You are recognized for 5 min-
utes.

Mr. KLINE. Yes, that won’t work. Okay. Thank you, Mr. Chair-
man. This is a good hearing. Thanks for yielding to me to ask a
question. I really want to thank the witnesses. You are an excellent
panel. Years of expertise.

When we look at data and data privacy in the large, we as Amer-
icans ought to be concerned. We have seen spectacular reaches, big
retail firms where all of their customers’ information was made
available to whoever was doing the hacking. Because these cyber
attacks are not just a matter of rhetoric, they are a matter of fact.
And so whenever you have data that is compiled, today, we have
to be somewhat concerned that data will be made available. So as
we look at this, we need to keep that in mind.

And I am also concerned that when we are dealing with tech-
nology—we, the Congress—we, the government. But we, the Con-
gress, particularly—there is a great danger that we will be trun-
dling along here years behind. In the House we move slowly. In the
Senate they hardly move at all. And so it is a little troubling that
we could be developing policy that by the time it is enacted is al-
ready outdated.

So I could probably start anywhere, but I am going to go to Ms.
Knox to—I would like for you to get at the issue of the amount of
technology that there is in the classrooms. It is not a simple ques-
tion of the paper file drawer now being on a flash drive somewhere.
There is all kinds of stuff. We have got hardware, software, apps,
tablets, kids with cell—we have all kinds of things going on there.

So can you help us understand some common principles or ideas
that we should be looking at when we are trying to update FERPA
that will not get in the way of supporting technology in the class-
room, but which can provide some privacy and something that
won’t be outdated tomorrow or in a week or something like that?
Just give it your best shot.

Ms. KNOX. Sure, sure. I think starting with a commitment to
trust is important. I know that at our company, we have principles
and policies in place about establishing trust with customers. So
starting with a commitment is always important. And then, you
know, knowing what it is you believe. For example, in our com-
pany, we believe that people own their own data; right? So the stu-
dent and the parent—the student’s data belongs to them. So being
clear on those pieces sort of guide, then, action and belief.

So then how does that translate? At least, again, where I work,
that translates into making sure that privacy is in the design of
any product that we put on the product. So if we design a product,
there is always a privacy expert with the product developer. That
means you are baking it in to who it is and what it is you are
going.

And then, you know, wherever we go, we try to be extremely
transparent about the data. So I know that the question has to do
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with schools and there are all these different devices and how do
you make sure that data stays secure. The cloud, you know, unites
them, right, brings them all together. And it is a service of—in a
remote data center, basically—and educating and becoming clear
and being very transparent. Whoever that third-party provider is
needs to articulate in the clearest terms how that data flows in and
out, who has—if anyone have access.

And we have an entire center called the trust center. We have
a trustworthy computing initiative. This morning I actually
watched a couple of videos of some software engineers who took me
on a virtual tour of our data centers. And I could see physical, you
know, protections. I could see software protections. I could see a
blue team and a red team identifying good and bad use. I mean,
being transparent helps inform, but it also decreases fear. Because
we believe data is critical in the age of 21st Century education, just
like everybody else does.

And then two other points is, you know, in general, always com-
mitting, putting something in place where improvement continues.
So whatever the law ends up doing—you know, whatever direction
it goes in, there should be a piece in there that says we will con-
stantly improve our practices based on the times and the opportu-
nities that come available.

We do that at the company, as well. So that is, again, part of the
way that we approach our work, the way that we, you know, com-
mit to it, believe in it, act on it, create products. And I think that
can be translated into the way that society sort of behaves when
designing laws for students and their privacy.

Mr. KLINE. Thank you. I see my time is expired, Mr. Chairman.
Thank you.

Chairman ROKITA. Gentleman’s time is expired. And I see that
this subcommittee’s ranking member believes in a similar philos-
ophy as I do. So Ranking Member Scott, you are recognized for 5
minutes.

Mr. ScotT. Nice try. Thank you. And I want to thank all of our
panelists. They have provided really good information. Let me just
ask some general questions.

When you talk about personal data, is there anything in the dis-
cussion that will hurt us in trying to find growth models or trends,
demographic trends, that in general we could use for educational
purposes? Is there anything that—nonpersonal information, non-
personally-identifiable information, is that at risk if—in any of our
discussion? In other words, boys do better than girls in some areas,
some pedagogy works better with some groups other than others.
Are we gonna lose our ability to evaluate along those lines?

Mr. REIDENBERG. Yes, can I respond, Congressman? I don’t think
so. Because if the focus of FERPA is looking at using data appro-
priately for educational uses, that is going to be a very important
educational use to understand how individual children learn, how
cohorts of children learn, and how to deliver the most effective edu-
cational programs for them.

Mr. ScoTT. I just wanted to make sure that is not at risk.

Mr. Reidenberg, you indicated the problem with sanctions. We
have got a problem with classified information. If a reporter gets
classified information illegally, meaning somebody illegally has
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classified information, gives it to a reporter, there is apparently no
prohibition against the reporter just sticking it in the newspaper.

What about republication of data and other kinds of breaches?
You alluded to the fact that we need the graduated sanctions so
there will be some sanction. If there is a breach, would there be
any prohibition against the rebroadcast or republication of the
data? Is that part of FERPA?

Mr. REIDENBERG. You are talking about, say—take an example.
Nashville, Tennessee a number of years ago had all of the informa-
tion on all of the cities’ students and their families openly available
on the internet. A case like that, if you are talking about a news-
paper publishing information from it, well, the First Amendment
rights would address what the scope of the newspaper’s authority
to do that.

But if you are talking about a third-party organization taking all
that data and then using it for various commercial purposes, I
think that would be wrong and should be interdicted.

Mr. ScoTT. One of the questions is what is an educational record.
Is homework, grades on quizes, exams, final grades, disciplinary
records, financial records, are all those educational data that needs
to be?protected? Computer use, if you are using the library com-
puter?

Mr. REIDENBERG. Those I do not believe are currently covered by
the definition in FERPA. The Supreme Court has interpreted the
educational record specification quite narrowly. So homework as-
signments, for example, would generally not be. A family’s financial
status; so if the child is on a reduced lunch program, for example,
that is not going to be considered necessarily part of the edu-
cational record. How a child uses an app in school, the metadata
generated from that app will be outside the scope of protection
from FERPA.

And I think it should be. I think when you are dealing with data
that is gathered about, by, or for kids in school, we should be treat-
ing that as custodians of our children’s privacy, and we should be
very careful with how that information gets used.

Mr. ScoTT. So stuff like that is not now covered, but should be
covered?

Mr. REIDENBERG. I believe that is correct.

Mr. ScoTT. And part of the discussion is how long should the in-
formation be held? Somebody has graduated from high school,
should the high school still have their stuff on some computer that
somebody can get to?

Mr. REIDENBERG. I think it is going to depend on what the pur-
pose is for the high school archiving it. Should the high school, for
example, or the high school’s vendor be storing the seventh grade
home work assignment that Johnny or Sally wrote when they are
35 years old? I think the answer to that is probably no.

Mr. ScoTT. Let me ask you just another quick question. How do
the marketers get this information? I mean, I think we would all
agree you shouldn’t be marketing people. How do they get the in-
formation to begin with?

Mr. REIDENBERG. If you ask me the question in a couple of
months, I should be able to give you a specific answer. We are in
the midst of doing a study right now in my research center that
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is trying to understand the circulation of the student information
in the commercial student marketplace. And I don’t have an an-
swer for you at this point.

Ms. KNOX. So your question is how does student data end up in
the hands of marketing people. If the students are using certain
cloud infrastructures and it is held by a third party and that third
party’s contract terms aren’t clear, it is possible for them to trend
through the data that flows. So emails, forms that the school dis-
trict is completing. I am sure Dr. Abshire may have some specific
examples of maybe situations.

But when it is flowing through the data center, it is possible to,
you know, take a peek at it and find trends and put it kind of on
the market to other businesses who want to advertise to those stu-
dents. And then certain targeted ads then would flow back to the
students. And when again they are emailing, low and behold, what
they were talking about maybe in an email 6 months ago, there is
an advertisement for it.

So this idea of trust and understanding where the data is flowing
and committing to not using data for noneducational purposes be-
comes critically important in this information.

Chairman ROKITA. Thank you very much. The gentleman’s time
is expired.

I now recognize myself for 5 minutes. And in the first 20 seconds
give Dr. Abshire a chance to respond to that last question, if she
would like.

Ms. ABSHIRE. I guess I would just comment that the comment
around trust I think is critically important. Also, the comment I
would make is about how we at the district level should anonymize
data. If you think about all that we collect about children—there
was some earlier comment about large-scale demographic data.
That data coming out of a school district usually is and should be
anonymized so that it is reported in a way that it is not PII, it is
not personally identifiable information. It indicates trends. It al-
lows researchers and states to look at those trends and make solid
educational decisions.

The other piece is the use of role-based data. In other words, de-
pending what your role is in the school district or an organization,
that limits your access to certain pieces of information. We have
b}(:en very successful with that, and we are working on that in
the—

Chairman ROKITA. And does that work in a cloud situation?

Ms. ABSHIRE. Absolutely.

Chairman RoxkiTa. Okay.

Ms. ABSHIRE. The pending and the agreements that are in place
with our providers allow for that data to be—

Chairman ROKITA. And who writes your agreements? Who writes
your agreements? You have outside counsel?

Ms. ABSHIRE. We work on that with counsel in the district and
with our state department. Yes, sir.

Chairman ROKITA. Okay. Thank you. Very interested in all your
testimony. So many questions, so little time.

I am going to start with Ms. Knox. You rightly praised the
pledge that you signed. And now we have 100 other signatories to
it. Good stuff. Where is the enforcement mechanism in the pledge?
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Ms. KNox. I know—

Chairman ROKITA. Assuming it was codified.

Ms. KNoX. Right. Oh, assuming—well, the existing penalty would
be, you know, misleading. And if you actually do different activities
than you said you would do in the pledge, then the FTC can fine
you.

Chairman ROKITA. Okay. And then you also mentioned that
FERPA, you mentioned correctly, does not include third parties.

Ms. KNOX. Right.

Chairman ROKITA. Should it?

Ms. KNOX. Yes.

Chairman ROKITA. Thank you. Mr. Reidenberg, same question.
You mentioned the same thing.

Mr. REIDENBERG. Yes. I Think FERPA should absolutely apply to
all participants in this space, which would include the third-party
vendors. I—

Chairman ROKITA. Can you give some more specificity of what
that would look like in an updated FERPA—

Mr. REIDENBERG. Sure.

Chairman ROKITA.—environment?

Mr. REIDENBERG. What FERPA should—what I think FERPA
should be doing is specifying the kinds of uses that are permitted
for student information. And uses that don’t fall within that cat-
egory would require consent. And that requirement of only using
for admissible purposes would apply whether it is the school,
whether it is a data analytics firm, whether it is some other cloud
service provider offering services to the school.

Chairman ROKITA. So as long as there is some contractual rela-
tionship between the government jurisdiction or school element and
the service provider, that would extend FERPA?

Mr. REIDENBERG. It would—there would always be that contrac-
tual arrangement where the school is using third-party services.

hCh%irman RokiTA. Right. Ms. Knox, you wanted to add some-
thing?

Ms. KNOX. Just really quickly, one of the things I really liked
about Dr. Abshire’s written and what you mentioned in your oral
is she talked about not overburdening schools with more regula-
tion. And I can’t agree more. And I think that was part of the bril-
liance of the Student Privacy Pledge. And I just want to thank Rep-
resentative Polis for his leadership there. The idea of industry
standing up and raising our hand and taking a pledge and saying
these are the kinds of things we think we should be doing and we
will do them when it comes to students, I think it is important, and
I think it does help with schools.

Chhglirman RoOKITA. I thank you. But the question was on FERPA;
right?

Ms. KnNOX. Right. But I think it could translate right into
FERPA. I mean, not word for word. But the same principles. There
could be a new piece of FERPA that developed that looks at third
party or business—

Chairman ROKITA. Absolutely. Absolutely. Thank you.

And with the time remaining at 1 minute, Ms. Sevier, what do
you think about what has been said so far? Do you have comment
to add?
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Ms. SEVIER. I do. It sounds like we are all speaking on behalf of
student privacy. And I just wanted to bring up the parent engage-
ment aspect. If parents are not able to review digital records and
if digital records are not included in the definition of a child’s edu-
cational record, then that kind of relegates the parents to being a
bystander in the process, and not a participant. And I think we
need parents as participants. We need them involved.

Chairman ROKITA. Absolutely. They are the first guardians of all
this. Literally.

Ms. SEVIER. Yes. We need them to be involved. If a digital profile
is going to guide my children’s opportunities, whether they grad-
uate, whether they are eligible for services, I want to review that.
I want to be involved. I want know how those determinations were
made. And right now, unless I am in her school district, I don’t nec-
essarily have that opportunity.

Chairman ROKITA. Thank you all again.

Ranking Member Fudge, you are recognized for 5 minutes.

Ms. FUuDGE. Thank you very much, Mr. Chairman. And again,
thank you all for your testimony.

Let me start with you, Dr. Abshire. You have kind of been talk-
ing around it. But can you just give me some specifics about what
you believe we can do or how FERPA can be modified to reflect the
change in technological climate, while still ensuring that children’s
data is protected?

I mean, I understand, you know, that you don’t want us to put
more onerous restrictions. And I understand that too. But my pri-
ority is children. And so if—you know, maybe it is a little much
and we can work on it. But how can we protect these children?
What do we need to do with FERPA?

Ms. ABSHIRE. Well, thank you, Congressman Fudge. I appreciate
that question.

I think the comments of my colleagues here at the table this
morning have kind of encompassed that; that the revisions do need
to be made with an eye towards a balanced approach. I would come
down strongly on the side of ensuring parental engagement and in-
volvement. In our district it is called “informed consent.” Our par-
ents are allowed to consent and opt in and out on different pieces
of data around their children’s educational records.

So they know that when they give informed consent, that student
data around discipline, student data around a children’s progress
on formative and summative assessment results are gonna be used
within the district with privacy with the educational experts that
need access to make good decisions about that child’s educational
progress.

They also know that it is gonna be sent to the state to be able
to assimilate that information and look at how our district per-
forms against other peer groups in the state and on national levels.
They also know that information will be anonymized for certain re-
quests and it will not leave the district. It will not go out into the
cloud and be available for potential data breaches.

So I think the strongest piece that I can bring to the table
around that issue, Congresswoman, is the piece of informed con-
sent; that it is, I think as Chairman Rokita said, the parents are
the first guardians. And the culture of a community in Louisiana—
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Ms. FUDGE. I don’t want to cut you off, but I have got some other
questions I must ask, so—

Ms. ABSHIRE. I am sorry—

Ms. FUDGE. So parental consent. Ms. Knox, what has Microsoft
actually done to protect the data?

Ms. Knox. Well, great for us we have some lead amazing prod-
ucts. And I feel lucky that I get to go out into classrooms and talk
to actual teachers who use them. Office 365 being in the classroom.
And these are specifically designed so that students don’t receive
any unwanted advertisement. And so they—a teacher can—as one
teacher told me, no more in my classroom can anybody come back
from doing their homework and say their dog ate their home work.
Because everything is now stored in the cloud. And there is more
productivity. Kids are really engaged. This office 365 product has
really inspired him to do new things with technology; collect data,
do analytics on which equation he is teaching about, you know, stu-
dents struggled with the most at night and didn’t struggle as much
on this equation, so he changes his teaching strategy.

So all these things are great. But at the same time, we need to
make sure that they are—that the student is protected and they
are safe. And that is what these products do. It is possible to strike
the balance that Dr. Abshire keeps talking about.

Ms. FuDGE. Thank you very much.

Dr. Abshire, can you give me an example of how your district
uses this data dashboard to effect curriculum decisions and to pro-
vide interventions for struggling students?

Ms. ABSHIRE. Yes, Congresswoman. Thank you.

Teachers regularly meet in our district in what we call PLCs,
professional learning communities. And those communities are fo-
cused on looking at how students are performing. And in the past
it was a set of folders. It was stacks of information that people
could not cross tabulate the data and, again, look for trends and
look for specificity in what skills and standards are students not
able to make.

Now in our direct, our teachers sit in conference rooms with the
fourth grade team or a group of math teachers at the high school
level and pull on a computer screen all the trends for the students
in their classrooms, drilling down to a specific skill that don’t
know. So they are able to pull out students into groups, reteach
that specific skill, and allow other students to move on.

What that data warehouse for us has created is efficiencies in
learning and efficiencies in teaching.

Ms. FUDGE. Thank you very much, thank you very, very much.

I yield back, Mr. Chairman.

Chairman ROKITA. Thank the gentlelady.

I would now like to recognize a new member of the committee
and subcommittee who has served on school boards in Florida.

Mr. Curbelo, you are recognized for 5 minutes.

Mr. CURBELO. Thank you, Mr. Chairman, for this opportunity to
discuss what is a topic that is increasingly on the minds of parents
and students and teachers.

I wanted to delve further into the issue with penalties related to
FERPA violations. Mr. Reidenberg mentioned that we should per-
haps consider developing a graduated penalty system. Could you go
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into that, expound what would something like that look like and
how could it be most effective?

Mr. REIDENBERG. Thank you. I think my reference to graduated
penalties, what I have in mind, are range of levels of fine depend-
ing on egregiousness of violation. So you would not want to see a
school district or a state subject to crippling penalties for what are
small technical violations.

On the other hand, we need to have some mechanism to insure
that FERPA is, in fact, effectively enforced in local schools across
the country. I think—so on the one hand, those are the publically-
assessed fines. I think it is important that families have an ability
to get redress if their information is compromised and their stu-
dent’s privacy rights are violated and they are harmed. Right now,
we have no mechanism for that in FERPA. It is one of the few
areas in American privacy law where we have no way of addressing
redress.

Mr. CURBELO. Now, I also heard a conversation about expanding
FERPA to cover third-party vendors—

Mr. REIDENBERG. Yes.

Mr. CURBELO.—for example, how ould those groups be penalized?
Same way?

Mr. REIDENBERG. Same way. Same way. If FERPA is authorizing
use for a defined educational purpose and the third-party vendor
does something else; something else being using it for advising pur-
poses, using it to profile a student to skew search results or to de-
liver content that is unrelated to the educational purpose for which
the data was gathered. In an instance like that, the third-party
vendor should be subject to a fine.

Mr. CURBELO. And a question for Ms. Sevier.

It is obvious that these types of breaches occur every day. Obvi-
ously, most of them do not rise to the level where they would get
attention from the media. But how much do parents know about
these beaches? Do you get the sense that schools are open and
transparent about data breaches, or is there a lot that parents and
even we don’t even know?

Ms. SEVIER. That is an interesting question. And I think that
there are layers of misunderstanding, depending on how involved
the parent is in the landscape. But I also think that the reason
that question is most interesting is because the way that the law
is written right now, there is release of information that is not con-
sidered a breach. Does that make sense? And I think that is really
the focus of revising FERPA and kind of shoring up those areas;
really looking at the digital information that is being collected and
stored, informing parents not just how it is being collected and
stored and who is using it, but how it is legitimately being applied
within the school, and then allowing them to review that.

And I would say that dialogue at that level is not happening, but
that we are taking first steps with partners, like Microsoft, to get
information out to parents so that they play more of an active role
in shaping policy, at least at the district level.

Mr. CURBELO. Thank you.

Ms. Knox, I think you wanted to weigh in?

Ms. KNOX. Just in terms of the confusion that parents may find.
We hosted last month—or in December—approximately 30 state
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PTA leaders in our office. And we conducted a 2-day training on
student privacy. Everything from personalized learning to what is
cloud computing to—I mean, I can’t—what is data-driven instruc-
tion.

But one of the most interesting moments, I think, for all of us
was none of the adults had actually experienced personalized learn-
ing. And so they had never—I mean, those were words and terms.
And so once they felt the power of oh, my gosh, I get to move on
quicker based on the data because I am actually learning quicker
than this person, but this person might come and help me, they got
really excited once they experienced it.

But then they also thought where is all this data going? And
then breaking down the cloud and how that works. And it was just
a fascinating—I don’t know if you want to mention—or comment.
But it was good.

Mr. CURBELO. Please.

Ms. SEVIER. It was fascinating. And it enabled our state leaders
to go back to their states and kind of mimic that same behavior
with their constituents so they were informed advocates around the
issue. And it decreased the amount of hyperbole. And I think it
makes us better decision makers.

Mr. CURBELO. Thank you all very much.

Thank you, Mr. Chairman. My time is expired.

Chairman ROKITA. Thank the gentleman.

Ms. Bonamici, you are recognized for 5 minutes.

Ms. BoNaMiIcl. Thank you very much, Chairman Rokita and
Ranking Member Fudge, for holding this very important hearing.

Thank you to the witnesses. This is an important issue. And I
hear a lot from many constituents in Oregon who are as concerned
as I am about the gaps in protection.

There is always a problem in legislating around technology. Be-
cause as was recognized earlier, the technology changes much fast-
er than policy changes. And trying to find that right balance to
make sure that we aren’t inhibiting innovation and the beneficial
uses of technology while still finding protections is a critical bal-
ance. But it is past time for us to address that issue.

I want to talk with you, Professor Reidenberg, and say thank you
for your excellent recommendations on the changes that are needed
to update FERPA. When I think back to—I think you said in your
testimony it was 1974. Things were a little different in 1974. And
we have come a long way. But the law needs to definitely be up-
dated.

You talked about an analogy to the Fair Credit Reporting Act,
permissible purposes provisions, when you talked about edu-
cational use. But what about remedies? You said in your written
testimony that right now, the denial of education funds by the De-
partment of Education is the remedy.

But what happens, say for example, if a family finds out that
there is erroneous information in a database about their student?
What can they do? Is there way for them—analogous to the correc-
tion of errors provision in the Fair Credit Reporting Act, is there
a way for them to correct erroneous information?

Mr. REIDENBERG. Yes. FERPA gives the parents the right to ac-
cess and request the school district make changes to data that is
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incorrect. If a school district does not do that, the parent has no
recourse.

The second thing is that doesn’t apply to all of the third parties
holding that data. So all the educational app providers that are
profiling individual children to serve them content or games or
learning tools, the parents don’t have a legal right to access what
those profiles are. And to suggest that the profile really doesn’t
adequately or accurately describe the child, there is no mechanism
for the parent to have it changed.

Ms. BoNaMICI. An important issue to address.

And I want to follow up on Chairman Rokita’s questioning about
the Student Privacy Pledge, which I applaud. That is a great first
step. However, I am concerned also about the voluntary nature of
it; that it is something that doesn’t have adequate enforcement if
there is a problem. And again, being voluntary.

So I am also concerned about the issue of conflict. When schools
are essentially acting in loco parentis, they are, playing the parent
role, in fact, when our students are in their schools. So are schools
really equipped to be a go-between in this kind of issue where par-
ents and vendors and school district may have conflicts? How can
schools adapt to serve that role?

Mr. REIDENBERG. So if I could address the pledge first, and then
the second portion. I mean, I think the pledge is a terrific initia-
tive. I think there are very serious questions about its enforce-
ability; whether if a company signs up for it and does not adhere
to it but then presents Dr. Abshire with a contract that is incon-
sistent with the pledge, and she has had her legal counsel review
it, I think it is going to be very hard to claim it is a deceptive prac-
tice on behalf of the vendor.

So I think that relying on unfair and deceptive practices as an
enforcement tool I think may be difficult. It also means the FTC
is the principal enforcer for that. And their staff is simply not
equipped to go after that many organizations that might not be fol-
lowing. It is great that there are 100 leading companies that are
standing up, but there are thousands and thousands of companies
across the country doing these sorts of practices.

Ms. BoNaMICI. And as you know, the FTC doesn’t represent indi-
viduals to begin with. So it would have to be a widespread practice.

Dr. Abshire, did you want to weigh in on this?

Ms. ABSHIRE. Just a quick addition. I think we should make no
mistake about the fact that schools are painfully aware of this
issue today. None of us is—can ignore, I think as Congressman
Kline mentioned, the data breaches that have happened with pub-
lic information and different companies and people’s credit cards.

So we are all aware of this. And at the heart of our role as school
district officials, principals, and superintendents and school boards,
is the interest of the child. I think the chairman said it quite elo-
quently. Our role is to educate, protect, and take care of our na-
tion’s children.

And so in this area of privacy and security, we have not ignored
this. Every meeting I go to around the country there are conversa-
tions about this. I am gonna be in California in a couple of weeks
speaking to district CTOs from around the country about this
issue. And if we find an issue, I don’t know of an educational agen-
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cy that would say we will not correct the record, that we will not
do the right thing by the child; and that if a contract is violated,
we have easy recourse. We quit doing business with them.

Ms. BoNaMICI. My time is expired. I yield back. Thank you, Mr.
Chairman.

Chairman ROKITA. I thank the gentlelady. And I would like to
recognize another new member of the subcommittee and com-
mittee. Glad to have him, as well.

Mr. Carter, from Georgia. 5 minutes.

Mr. CARTER. Thank you, Mr. Chairman.

And thank you y’all for being here. We appreciate what you do.
Nothing more important than our children, and especially their
education.

Let me ask you, when we are talking about this information, are
we talking about specific information to a specific child? Or are we
just talking about general information? Are we talking about, you
know, at this school, 40 percent finished in this percentile?

Ms. KNoOX. I mean, the way I think about the answer to that
question is there is data that is collected in a classroom, right, that
informs instruction. Then there is about classroom. Then there is
data at the school level. Then there is data at the county level. And
then it goes to the state.

And so you are right; there is all these different layers and there
are policies that sort of try to blend together and weave together.
I keep looking over at Dr. Abshire because she lives this. And so
the answer to your question is it is like a fabric or a quilt that
needs to kind of work all in the same direction. But there are many
different buckets of data at play in the education system.

Mr. CARTER. Are you more concerned with the—I suspect that
you are more concerned with the personal data on the specific stu-
dent than you are about the general data.

Ms. KNOX. I mean, from my point of view, the personal data,
why—I am very concerned. I don’t want to see kids get viruses that
penetrate their system. I don’t want them to be—you know, to have
data loss or have their passwords exposed. I don’t want to have
their data sold for inappropriate or un-educational purposes. All
those types of things more on the micro or the personal level. But
then data can being aggregated and there can—people can look for
trends. And then there can be some unwanted advertising that is
targeted towards the student or groups of students based on clicks
and searches and ways they interact with the technology.

There are lots of ways for data to inform the technology that has
been used. And sort of what does the company decide to do with
the data that they are collecting? Is it for the purpose of improving
the business, or is it actually to be monetized and sold and be mak-
ing money off the whole process?

Mr. CARTER. Dr. Abshire, when your school system gives the in-
formation to a company, do you sell it? Do you get a price? Do you
get paid for it?

Ms. ABSHIRE. Well, we don’t give information about a student to
a company. That data—we have been working on this for a little
while. Let me say that. And as we look at PII, personally identifi-
able information, we have begun to ferret out systems where in
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earlier contracts and earlier provisions, we used a lot of PII. And
we are anonymizing that data now by using student IDs.

Information is power in this new technology, economy, and edu-
cational arena. And if we know that this information has the poten-
tial, as Ms. Knox said, to be misused or to be exploited in some
way, then it is our responsibility as—it is the responsibility at the
school district level to be able to restrict that PII in such ways that
these children cannot be identified.

Only within our own discreet systems with the educator or the
researcher or the evaluator that needs to use it in a direct line of
correlation between that child and their educational records.

So as I said before, this is evolving. It is not an easy issue. Be-
cause obviously, the use of technology and information systems in
schools is evolving. And it is complex. But it is our opportunity, I
think, as a community of policymakers, of parents, of companies,
and educators to look at this in a comprehensive way that holis-
tically evaluates what are we doing, what should we be doing, what
should happen if we don’t do what we are supposed to be doing.
And then look at ways that we can support the use of data to in-
form instruction.

Because I think as all the panelists said, the powerful learning
opportunities that this technology provides to advance, remediate,
enrich children’s learning in ways that didn’t happen 40 years ago
when I started is the way we would transform schools and create
competitive educational environments so our kids can compete
within those safeguards. Does that help?

Mr. CARTER. That helps. One last question.

Are there any physical characteristics including in this informa-
tion? You know, male, female, gender—

Mr. REIDENBERG. Yes. It will be in the metadata. It will be in
some of the specific characteristics the child signs up for. An app
in school that has an avatar and they are supposed to choose their
sex, it will be predictable based on certain patterns that a child en-
gages in school. So the third party can identify those characteris-
tics, even if the child hasn’t given the name.

I think it is important though, just giving an ID rather than a
student’s name is not satisfactory today, given the state of com-
puter science. The computer scientists are able to show you can re-
verse engineer identity. If you give me several characteristics about
an individual that are purportedly anonymized, I can reverse engi-
neer who that child is.

And we see today that in our research we found approximately
25 percent of the school contracts in—I think it was in the class-
room function area—were not paid with by cash; they were paid
with using their students’ privacy. They were giving the vendors
information in exchange for the services.

Chairman ROKITA. Gentleman’s time is expired.

Mr. CARTER. Thank you all again.

Chairman ROKITA. Thank the gentlemen.

Now I would like to recognize another new remember to the com-
mittee, very much welcomed as well. Mr. Russell, you are recog-
nized for 5 minutes.

Mr. RUSSELL. Thank you, Mr. Chairman.

And thank you, panel, for being here today.
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FERPA was changed under the leadership of Secretary Duncan,
allowing anyone that has even a mild interest in education to see
personal records. Would you support the elimination of access by
third-party vendors? And that is for whoever would like to take
that on.

Mr. REIDENBERG. I am happy to jump in and say no. I mean,
third-party vendors serve an important and useful function for the
schools. And our schools today would not be able to develop and en-
hance their educational programs if they couldn’t use third-party
vendors. So if you cut off access to the information, the schools
would have tremendous difficulty delivering education and improv-
ing the outcomes for their kids. But that is not to say what those
vendors do has to be careful and closely circumscribed.

Mr. RusseLL. Okay. As a follow on to that, you know, Mr.
Reidenberg, you have correctly pointed out in your previous com-
ments about these unique identifiers that are attached that never
go away. They are attached to personal level student data. It fol-
lows the data no matter where it goes. So disaggregated data is
really a myth. So how do you protect that?

And then you are also willing to give it to third-party vendors,
because it is all for the children. Well what about the Fourth
Amendment of the Constitution of the United States that says we
have a right to privacy of our papers? What do we do with that?
And I would like to hear someone from the panel address those
issues.

Ms. KNOX. I mean, from the company—from Microsoft’s point of
view, we can operate as a third-party vendor. But our belief sys-
tem, what we adhere to, our principles and policies, is your data
that we are gonna put in a data center offsite, you own that data.
We don’t own that data, and we will not access it. And so we have
that in our contract. And that is, I think, a way of addressing
and—well, addressing the issue, but increasing trust among all
these stakeholders who could access the function—

Mr. RUSSELL. Well, and to that point—and I agree with that. But
take the Federal government, for example. They are asking for
data from states to fill out such initiatives as the prevention and
intervention programs for at-risk youth. They provide grants for
the SLDS, the longitudinal data system. Do you think that data
from the National Assessment Educational—you know, NAP, do
you think that would provide the very things that they are asking
for with less specificity on individual students? Why does the Fed-
eral government need to drill down to that level?

Ms. KNoX. I think there are lots of ways probably to respond to
that question. My big—my general response about the NAPE and
the data that is collected, as a general education system as a coun-
try, we are trying to constantly improve it. So we are collecting,
you know, aggregated data to make good, informed decisions so
that we can improve our systems.

Mr. REIDENBERG. Congressman, there is a well-known principle
in data privacy which is called “data minimization.” And I think
the question you are asking is really going to that point; what is
the minimum level of data necessary to make the decision that we
are seeking? And I think with—and we have done some research
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on the SLDSs. And I think there are many questions about the
scope and extensiveness.

In fact, it was approximately 4 or 5 years ago I testified before
this subcommittee on a study that we did. And the example that
I used came from the state of Louisiana. I was just telling Mr.
Abshire this before the testimony. Louisiana requires its school dis-
tricts to report whether children curse in school. And it seems to—
because when you look at the disciplinary codes, one of the codes
is using—the child is disciplined for using profane language.

And you have to ask the question, is that level of detail nec-
essary? I think in many cases, we will increasingly conclude no.

Mr. RUusseLL. Well, and I appreciates that. And my last question,
I mean, if FERPA no longer protects personal student data and we
can give no assurances that we can’t reverse engineer and find pri-
vacy factors, and yet we are still willing to give it to third parties,
what makes any of you on the panel believe that the Federal gov-
ernment has a right to do that instead of states?

Local schools, local communities owned by their school boards,
their parents, their teachers. Sure, we all accept that.

What gives the Federal government this right that none of you
today by your statements, you realize that there are ways around
all of this and it can be breached. So why should the—

Mr. RUusseELL.—federal government—

Chairman ROKITA. The gentleman’s time is expired. So we will
have to get those answers perhaps from the witnesses in writing.

Mr. RusseLL. That would be great if I could. Thank you, Mr.
Chairman.

Chairman ROKITA. Thank the gentleman.

Next, another new member of the subcommittee and committee.
Mr. Grothman from Wisconsin, you are recognized for 5 minutes.

Mr. GROTHMAN. Thanks much. I have been concerned about this
issue for a long time. And the more the government collects data
of any sort—you know, we have seen every agency. Eventually, it
is going to get out somewhere. And this is supposed to be confiden-
tial data. So it is a scary thing.

But Mr. Reidenberg just said something kind of shocking. And I
want you to repeat for me, because I almost fainted, so I didn’t
hear the whole thing.

The percentage of vendors who are getting, apparently partly in
compensation for what they are doing, are sending out data? Could
you elaborate on that a little bit?

Mr. REIDENBERG. Yes. The school districts that are getting a
service for which they are not paying cash. So the quintessential
example is Google apps for education. The school districts aren’t
paying for it with cash. But what is Google getting? Google is get-
ting the personal information of all of the district’s children.

Mr. GROTHMAN. Can you give me an example of that information
they are getting?

Mr. REIDENBERG. Home work assignments, communications be-
tween teachers and students, presentations that kids are working
on in school, if they are working from school, the search items that
are being used.

Mr. GROTHMAN. So in other words, if Google wants to sell a prod-
uct and my niece is working on something on who knows what,



60

they are gonna know what she has chosen for her, whatever, mid-
dle school project or something?

Mr. REIDENBERG. Yes. But Google has now said that they won’t
use that data to market or advertise to the children. They haven’t
said whether they would not use that data to develop the product,
to create the content for the product.

Mr. GROTHMAN. What else would they be doing with it?

Mr. REIDENBERG. That is a very good question. It is nontrans-
parent. One of the difficulties is what the vendors do, how they are
using this information, it is not transparent. It is not stated often
in the contracts. If you look at the contracts that school districts
have with their vendors—and we have done that. We have ana-
lyzed those contracts—it is very difficult to figure out exactly what
they are doing.

Mr. GROTHMAN. And so these people, in addition to the garden
variety government employees—well, Ms. Sevier, do you want to—

Ms. SEVIER. Thank you. The situation that you bring up is inter-
esting to me. Because with this relationship that Google has with
the district—and this goes even to some online apps that are used
in a classroom—parents and students do have an expectation of
privacy, but they don’t always realize when they are opting out of
it.

And so part of engagement and information-sharing would be to
educate teachers, administrators, parents and students, when they
are opting out of privacy; for them to understand that by partici-
pating in something—Dby using Google or one of those platforms,
that they are giving their information up—

Mr. GROTHMAN. I am gonna—

Chairman ROKITA. Five minutes is—

Mr. GROTHMAN. Okay. Well, we will—I have got a broader ques-
tion.

Ms. ABSHIRE. Just very quickly. Back to our earlier comments.
This information, this concept of transparency and trust; that with-
in our communities, it is school districts’ responsibilities and states’
responsibilities to inform and educate parents so they can make in-
formed decisions. We cannot do this in isolation. I don’t think we
can do it with legislation, with policy, or with practice. It has got
to be a partnership between companies, school districts, parents,
and students so that they are informed when they make these deci-
sions and we can use that power of technology.

I fear a world where we can not use the technology to transform
learning. But I also fear a world where our students’ privacy is
jeopardized. But I think we can balance that. And I hope that we
will. Because I think that the potential is transformative.

Mr. GROTHMAN. Well, I am 59 years old. I grew up without all
this stuff, and I don’t feel like I missed anything. But be that as
it may, maybe I did. Maybe I would be so much better off if they
had a big data bank to peruse.

Mr. Reidenberg, one quick question. By the time I am—Iet’s say
I go graduate school, so we got all this stuff. Or like I did, I went
to law school. And this stuff was in place from the time I was 3
years old in day care to 25 years old in law school. What all—could
you give us like a 1-minute summary of all the stuff that would be
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in one place that somebody could fine out about me? You know,
that we all have to have, the program has to be of?

Mr. REIDENBERG. Well, probably the easiest way to do that in a
minute is just think George Orwell and take it to the Nth degree,
and that is probably what would be available. I mean, we are in
an environment of ubiquitous surveillance, essentially. So the data
from all sorts of devices can be captured and synthesized in enor-
mous number of places.

And as we see emerging between what children do in the class-
room, what they do at home outside the classroom, I think we are
gonna see a lot of pressure to have data from each of these places;
what is done in the privacy of the home with what is done in school
being merged together. And it will just be an extraordinarily-rich
data set of your life.

Chairman ROKITA. Gentleman’s time is expired. Thank the gen-
tleman.

And I am also pleased to see that we have members from off the
subcommittee interested in this issue. I would like to recognize the
gentleman from Colorado for 5 minutes.

Mr. Poris. Thank you, Mr. Chairman. And I appreciate the op-
portunity to join the subcommittee today.

I think it was very valuable the way that Ms. Bonamici has sort
of framed this issue and why this has strong democratic and repub-
lican agreement about, you know, parental rights and privacy
issues. It is really—as we know, schools function with a certain de-
gree of ability to in loco parentis operate in lieu of the parents.

And the question is when it comes to kids’ personal information,
do the schools and the government own it and can they sell it? And
the answer should be without the parent’s consent, no, they don’t
have that ability.

But because of the advent of interactive technology, there are of-
tentimes students interacting directly with third-party vendors and
there is not the teacher or administrator there.

And therefore, policies and laws are needed to ensure that
schools, in fact, are not selling personal information, whether there
is monetary compensation or in kind, software composition, effec-
tively selling information that isn’t really theirs because the par-
ents of the minor did not give them the permission to do that.

I want to go to Ms. Knox. And recognizing that we can learn
from state efforts, notably SOPIPA in California that protects stu-
dent privacy. And this is fundamentally a demand driven by par-
ents across the country. Certainly, in my own state of Colorado.

Could you elaborate on how some of those innovative policies can
be taken to the federal level, building upon the pledge which 100
companies, including yours, have already signed?

Ms. KNOX. Sure. Sure. And I would be remiss not to also thank
Representative Messer for your leadership on the Student Privacy
Pledge. So thank you for that. I know you joined a little after Mr.
Polis or Representative Polis.

The state bill. So the California bill was very constructive. We
found it constructive for the larger conversation. I think the data
that came out of 2014 where there were 106 student privacy bills
introduced, I think 28 of them had to do specifically with protecting
student privacy. And I think it came from, like, there were 32 dif-
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ferent states. The numbers are even, you know, at that level and
getting higher as we speak.

What is interesting is that there is such a different kind of mix
of the state bills. So some of them are looking at governance. You
know, how—we should have a security officer or a CIO or a student
privacy leader at the state level, you know, setting up governance
systems, versus sort of this idea of how companies should behave
in relation to student privacy, and especially third-party vendors.

So I think the Student Privacy Pledge has really helped specify
and clarify and bring the industry together to commit to the eight
specific objectives of the pledge. And we have been able to say
okay, we would like to take these commitments and make sure that
the other state bills that are moving right now, we want to make
sure that they kind of work in conjunction with each other.

Mr. PoLis. And I want to go to Professor Reidenberg.

I think one of the dangers, absent the types of controls that par-
ents want to see so that their own kid’s information isn’t sold with-
out their permission, the danger seems to be that parents under-
standably—and this has occurred in districts in my state—rebelled
the other way, where they effectively throw vendors out of schools
that could otherwise be helpful at providing an individualized edu-
cation, if only the legitimate concerns were addressed.

So I am wondering if you can address how we can harvest the
great potential and power of educational technology and individual-
ized education to boost student learning, while at the same time
ensure that the concerns of parents are met.

Mr. REIDENBERG. I think that is exactly the challenge. Because
the concerns parents have arise from the lack of trust, I think in
part from a lack of transparency as to the sharing arrangements
that are taking place and what the companies are doing. In the ab-
sence of effective privacy protection for their children’s information,
parents will oppose the technology. We have seen this. We saw
this, for example, with the collapse of the InBloom platform. There
were lots of things that coalesced in enbloom to cause its collapse.
But one of the major reasons was the way InBloom dealt with pri-
vacy or didn’t deal with privacy.

The other thing that I think is important to recognize, parental
consent, we have to be very careful when we talk about engage-
ment and giving parents the authority to consent and then every-
thing is fine. The reason I say we have to be very careful is we
have to be sure we are not dealing with forced consent. You can’t
put a parent in the position that they have to waive their child’s
privacy for their child to be able to engage in school.

As a parent, we experienced this several years ago. We had to
sign up for the parent portal for our local school. And in signing
up for the portal, you have to click I accept. And essentially, we
had to accept waiving our child’s privacy rights for my child to be
able to get his homework assignments. So we have to be very care-
ful about. That it is important to have parents engaged. Parents
have to have rights to consent. But we can’t be putting parents in
the position where their choice is their kids gets an education or
they have privacy, they can’t have both.

Chairman ROKITA. Gentleman’s time is expired. I thank the gen-
tleman.
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Also pleased to recognize Mr. Messer, from Indiana, another wel-
come member of the full committee, for 5 minutes.

Mr. MESSER. I thank the Chairman and the Ranking Member for
their leadership on this important issue. Certainly thank the panel-
ists as well for being here today an issue that I think a lot of par-
ents are concerned about and yet don’t they don’t know a lot about
either; that we are trying to wade our way through the issue.

You know, several testimonies have mentioned that the Student
Privacy Pledge—thank you, Ms. Knox—and actually, Ms. Sevier
and the PTA and the parent organizations that were part of our
efforts to pull that together—obviously, we don’t have a law today.
So to have at least 100 industry leaders step forward and make
clear that we ought to do some simple things, like not sell student
information, not behaviorally target advertising, use data for au-
thorized educational purposes only, and all the rest of the pats of
the pledge.

You remember from our meetings together before, I have be-
lieved all along that the pledge alone wouldn’t be enough, and that
we ought to look at other ways that we can legally protect parents’
rights to protect their child’s privacy.

Yesterday in the ESEA bill we had an amendment that dealt
with that. I think amending FERPA is part of that, as well. And
looking at what other additional protections that we are seeing at
the states could we could supply up here, like Mr. Polis and I are
working on. Maybe a federal version. Not exactly the same, but a
bill that would mirror the HPPA law that you know of in Cali-
fornia.

I wanted to maybe start with Ms. Abshire and expound on the
testimony at the end of the last questions. You know, it is impor-
tant here that we protect student privacy. But it is also important
that we make—ensure that any new laws intended to create stu-
dent privacy don’t create—that are intended to create a student
privacy floor do not also create a digital learning ceiling.

And could you expound on that a little bit, reference—how do we
find that spot in policy where we are protecting students and their
privacy concerns, but still getting the remarkable educational bene-
fits that come from having this kind of aggregated data?

Ms. ABSHIRE. Well, I think it is a partnership conversation. I
think that there is deep experience in the field with my colleagues
and school superintendents and school board members that are
grappling with this every day at the district level, with organiza-
tions such as CoSN and ISTI that represent the types of leaders
that also toil with these ideas.

In our work, we are not absent that thinking every day that con-
tracts that we sign, systems we put in place, don’t hold great re-
sponsibility for those of us that are in the educational system. So
it is a constant thought on our mind. And the news and the media
and the new tools that are emerging constantly bring that to the
forefront of our thinking. Because we know what we have to do to
make sure that our children are safe in a world that in many ways
is unexpected from day-to-day as to what will happen.

But I think at the heart of this is the conversation—deep, abid-
ing conversations that we as school leaders and policymakers have
with the people that we entrust this information to, which are our
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providers. I do commend Microsoft and other people for coming to
the forefront and putting it together. And certainly, people that
have worked at the state and the national level on this. But it is
not gonna be an easy conversation.

Mr. MESSER. Sure.

Ms. ABSHIRE. And that is why I am so thrilled that this is hap-
pening today. Because we have got to probe at this and look at
what the technology is doing in terms of securing privacy but ena-
bling learning. So I think it is an ongoing conversation. I don’t
think we have the answers in our hands today. But I think they
are emerging. And I think this panel today helped give you some
insight.

And I know the conversations will continue. And we appreciate
you talking to practitioners and to companies and to parents to
know that we are all thinking about the same thing. No one is ig-
noring this important issue in elevating learning.

Mr. MESSER. Yes. Thank you very much. You know, I would just
say again thank the Chairman for today’s hearing. Thank the wit-
nesses for your remarkable testimony.

There are incredible benefits to student learning that come from
this data. But as you heard from the testimony today, parents are
worried about protecting their children first.

Ms. Sevier, you want to finish?

Ms. SEVIER. Thank you. I would. If you went to the street and
you pulled ten parents and you asked them well, how do you feel
about biometric data and should it be collected on your student?
Depending on the article that they just read that morning, they
might just say they are thinking of that grilled cheese sandwich
and no, you can’t scan my child’s eyes so that they can move
through the lunch line. But maybe you have got other parents that
are thinking about their child that is in speech therapy, and that
biometric data is being used to accelerate their learning. And so it
is all about conversations and information, definitely.

Mr. MESSER. Great point. Thank you.

Chairman ROKITA. Gentleman’s time is expired. I thank the gen-
tleman.

And the ranking member is recognized for closing.

Ms. FUDGE. Thank you, Mr. Chair.

And again, I thank all of you for being here. Very insightful.
Very educational. We have learned a great deal today, and cer-
tainly will take parts of the discussion to try to determine how we
best can serve students, as well as to make sure that their edu-
cational experiences are what they can be in this age of technology.
Thank you all. And thank you, Mr. Chairman.

Chairman ROKITA. I thank the gentlelady. As always happens
with these kinds of hearings, we learn a lot. I especially. So I want
to thank each one of you for your testimony today.

Something perhaps not exactly orthodox. I am going to—because
this is so important, I want to just say a few things and then I
want to yield each of you 30 seconds—and it will just be 30 sec-
onds—to make my closing for me, to say what you think we need
to take away from today, what is most important for us as we go
back and we look at updating FERPA, overhauling it for the 21st
Century so that it has the appropriate enforcement mechanism; so
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that it has that right kind of balance, so that third parties can be
brought into this in a meaningful way so that, again, we can do
what we all said we wanted to do and was first on our mind, and
that is protect our kids, that they can have a lifelong successful
learning.

So with that, Ms. Sevier, for 30 seconds, what should we take
away from today?

Ms. SEVIER. The takeaway for today is to consider parents as
partners in education, and not bystanders; to always support out-
reach and information; to consider not just who has the data and
how it is being stored, but how it is being used in schools. Grilled
cheese, speech therapy. And whether or not parents have a right
to review that information. Because I can give content. But if it is
a one-time thing, I am still a bystander.

Chairman ROKITA. Thank you.

Ms. Knox?

Ms. KNOX. It is very possible to strike a great balance between
harnessing the power of personalized learning, while also safe-
guarding our students’ data. Ask more from companies. There is no
question that they need to be transparent, articulate clear con-
tracts; that they need to make sure that they have comprehensive
data security systems; and that they commit to not using data for
noneducational advertising practices.

Chairman ROKITA. And FERPA, if I understand your testimony
is a primary vehicle for doing that?

Ms. KNnox. We would like it to be part of it. Yes.

Chairman ROKITA. Okay. Thank you.

Dr. Abshire.

Ms. ABSHIRE. Yes, sir. Please be careful in your consideration of
what changes in this law and how they will filter down and affect
the business of school districts educating students. While we are
painfully aware of the issues around student privacy and PII, I am
also painfully aware that it is a very difficult and complicated proc-
ess to manage student learning and to be wise stewards of all of
this information. And so in terms of burden, we often talk about
that, seek out professionals in the field, practitioners that will have
to implement what you decide to do around this.

Chairman ROKITA. Thank you appreciate it.

Mr. Reidenberg.

Mr. REIDENBERG. Three quick things. Without modernizing
FERPA, innovation is going to be opposed and will stall. It is just
not going to work. I think Congress—message I would like to give
is Congress needs to protect all student information, not just things
that were considered educational records in 1974.

And lastly, the privacy protections have to apply to all of the par-
ticipants in the educational environment, which means the schools,
the vendors, the parents. The entire educational community set of
actors have to be covered by these protections.

Chairman ROKITA. Thank you. There being no further business
for the subcommittee, it stands adjourned.

[Additional submission by Mr. Dreiband follows:]
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L Introduction

Good morning Chairman Walberg, Ranking Member Courtney, and Members of the
Subcommittee. Thank you all for the privilege of testifying today. My name is Eric Dreiband,
and I am a partner at the law firm Jones Day here in Washington, D.C.

I previously served as the General Counsel of the United States Equal Employment
Opportunity Commission (“EEOC” or “Commission”). As EEOC General Counsel, I directed
the federal government’s litigation under the federal employment antidiscrimination Jaws. 1 also
managed approximately 300 attorneys and a national litigation docket of approximately 500
cases. | was privileged to work with many public officials who dedicated their careers to serving
the public, enforcing the civil rights laws, rooting out unlawful discrimination, and working to
ensure that our nation reaches the ideal of equal opportunity for everyone. These individuals
continue their important work. They investigate charges of discrimination. They mediate and
conciliate disputes and work with individuals, unions, and employers to resolve very difficult
and often painful problems. They pursue enforcement through litigation in the federal courts, at
every level up to and including the Supreme Court of the United States. And, these very able
EEOQC officials have the awesome power of the United States government to back them up.

Any law enforcement agency can make mistakes, no matter how well intentioned its
officials. And, any law enforcement agency can, at times, become so convinced of the
righteousness of its work and its motives that it can become prone to excess in certain
circumstances. This includes the EEOC, which is a federal law enforcement agency that is
charged with enforcing very important federal laws against discrimination on the basis of race,
color, sex, religion, national origin, age, disability, and genetic information, among others.

It is with this background that | appear here today, at your invitation, to speak about three
bills that are pending before this Subcommittee: H.R. 4959, the “EEOC Transparency and
Accountability Act”; H.R. 5422, the “Litigation Oversight Act of 2014”; and H.R. 5423, the
“Certainty in Enforcement Act of 2014.”
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Before I address the specific provisions of these bills, a little background on the structure
and powers of the EEOC will be helpful.

11 The EEOC’s Structure And Authority

Congress created the Commission when it enacted the Civil Rights Act of 1964." The
Commission is “composed” of five members who are appointed by the President with the advice
and consent of the Senate.” No more than three of these members can be members of the same
political party, and they serve staggered five year terms.> The President “shall designate” one
member to serve as Chair and onc member to serve as Vice-Chair of the Commission.” The
statute vests the administrative operations of the agency in the Chair, and she has authority to
appoint attorneys, administrative law judges, and other employees.5 The Commissioners other
than the Chair have authority to vote on policy matters presented to them by the Chair; litigation
recommendations presented by the General Counsel; petitions to revoke or modify subpoenas;
and a few other matters. The Commissioners other than the Chair do not have operational
authority over the EEOC’s investigators, litigators, or anyone other than their immediate staffs.

When Congress enacted Title VII of the Civil Rights Act, the statute did not authorize the
EEOC to sue anyone. The EEOC could receive charges, provide notice of the charges to those
named in the charge, investigate charges, and attempt to reach a settlement. The Attorney
General’s litigation authority was limited to intervening in cases that involved matters of public
importance and to bringing pattern or practice lawsuits, which are akin to class action lawsuits
that the government can bring to remedy widespread, egregious unlawful discrimination.®

In 1972, Congress amended Title VII in multiple ways and, among other things,
authorized the EEOC to file lawsuits in federal court. Congress retained Title VII’s multi-step
administrative enforcement scheme and determined that the EEOC must satisfy several
administrative prerequisites before it can file a lawsuit. Congress tied the EEOC’s litigation
authority to charges of discrimination, and it required the EEOC to notify the respondent of the
charge within 10 days and to investigate charges.” Congress also required that “{i]f the
Commission determines after such investigation that there is reasonable cause to believe that the
charge is true, the Commission shall endeavor to eliminate any such alleged unlawful
employment practice by informal methods of conference, conciliation, and persuasion.”8 Asa

142 U.S.C. § 2000e-4(a).

21

rd

‘1

Sid

® Civil Rights Act of 1964, Title VI, §§ 705-07, 78 Stat. 241, 258-62 (1964).
" 42 US.C. § 2000e-5(b).

8 Id.
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result, the EEOC must “refrain from commencing a civil action until it has discharged its
L : e
administrative duties.””

In 1972, Congress also transferred to the EEOC the Attorney General’s authority to bring
pattern or practice cases and to intervene in pending litigation against private sector employers
and unions.'® Congress assigned the Attorney General with the responsibility to bring litigation
against state governments and agencies, and subdivisions of state governments.

The 1972 amendments to Title VII also created the position of General Counsel of the
EEOC. The General Counsel would be “appointed by the President, by and with the advice and
consent of the Senate, for a term of four years.”'? Congress assigned “responsibility for the
conduct of litigation” to the General Counsel and authorized the Commission to “prescribe”
other duties for the General Counsel.”” Congress also directed the General Counsel to “concur
with the Chairman of the Commission on the appeointment and supervision of regional
attomeys.”'4

Notwithstanding the General Counsel’s responsibility for the conduct of litigation, the
Congress vested the Commission with the authority to direct the agency’s attorneys to “appear
for and represent the Commission in any case in court.” The EEOC has generally interpreted
this to mean that the Commission retains the ultimate authority to authorize the Commission to
litigate cases.

In 1996, the Commission adopted its “National Enforcement Plan” (*“NEP”). The goal
was to “free[] the Commission to focus on policy issues.”'® To accomplish this goal, the NEP
delegated nearly all of the Commission’s litigation authority to its General Counsel,"”

Specifically, the NEP “delegat]ed] to the General Counsel the decision to commence or
intervene in litigation in all cases except the following™

o QOccidental Life Ins. Co. v. EEOC, 432 U.S. 355, 368 (1977).
1042 U.S.C. § 2000e-6(c)-(e).

' See 42 U.S.C. § 2000e-6(c).

242 U.8.C. § 2000¢-4(b).

B 1.

Y 1.
135 d

yus. Equal Employment Opportunity Commission, National Enforcement Plan (1996), available at
http://www.eeoc.gov/eeoc/plan/nep.cfim (last visited Sept. 11, 2014).

7
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A. Cases involving a major expenditure of resources, e.g. cases involving
extensive discovery or numerous expert witnesses and many pattern-
or-practice or Commissioner’s charge cases;

B. Cases which present issues in a developing area of law where the
Commission has not adopted a position through regulation, policy
guidance, Commission decision, or compliance manuals;

C. Cases which, because of their likelihood for public controversy or
otherwise, the General Counsel reasonably believes to be appropriate
for submission for Commission consideration; and

D. All recommendations in favor of Commission participation as amicus
curiae which shall continue to be submitted to the Commission for
review and approval.'®

These standards are quite vague and therefore give the General Counsel a great deal of
discretion in determining whether to send litigation recommendations to the full Commission for
an up-or-down vote. More recently, it appears that the number of matters presented to the
Commission by the General Counsel has diminished significantly. One current EEOC
Commissioner has explained:

Most people I talk to assume that when the Commission files a lawsuit, that
lawsuit has first been reviewed, studied, deliberated, discussed and voted on by
the Commissioners. People are shocked when I tell them that, in fact, most
lawsuits are filed without the Commissioners’ knowledge. For example, last year
—[Fiscal Year 2012], 122 lawsuits were filed in the name of the Commission, but
under the rules of the Delegation to the General Counsel, only 3 of the 122
lawsuits were sent up to the Commissioners for their review and vote. All the rest
were filed without a vote by the Commission, '

These numbers give the impression of a Commission made up of potted plants and
disinterested bystanders.

In December 2012, the Commission adopted its “Strategic Enforcement Plan.” That Plan
largely reaffirmed the NEP’s delegation of authority to the General Counsel. It also required that
each District Office ~ of which there are fifteen — “present{]” a “minimum of one litigation
recommendation” for “Commission consideration each fiscal year.”20 The Strategic
Enforcement Plan does not articulate any criteria for this “minimum.”

ISId

19 Commissioner Constance S. Barker, Comments for the Record, Public Commission Meeting on the
Implementation of the EEOC’s Strategic Plan for Fiscal Years 2012-2016 (February 20, 2013).

Py, Equal Employment Opportunity Commission, Strategic Enforcement Plan (2012), available at
http://www.ecoc.govieeoc/plan/sep.cfin (last visited September 11, 2014).
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This approach does not appear to have worked. To be sure, the Commission’s litigation
program has had some impressive victories in the last few years, thanks in large part to the very
fine work of some highly talented and dedicated lawyers. For example, in 2013, a jury in Iowa
returned a multi-million dollar verdict in the Commission’s favor after it found that the defendant
subjected a group of 32 men with intellectual disabilities to severe abuse and discrimination for a
multi-year period. My friend and former colleague, EEOC Regional Attorney Robert Canino
successg\ljlly tried that case, and I commend him and his colleagues for a very important
victory.”

Regrettably, however, the Commission has suffered several embarrassing losses.

For example, a federal judge in fowa dismissed the EEOC’s claims for 67 alleged victims
of sexual harassment after the judge determined that the EEOC did not comply with its presuit
investigation, reasonable cause, and conciliation obligations. The U.S. Court of Appeals for the
Eighth Circuit substantially affirmed the district court’s decision, and then, in August 2013, the
district court sanctioned the EEOC approximately $4.7 million dollars. 22 Unless an appellate
court overturns that decision, the American people will have to pay this sanction.

In another case, the Commission brought a very high profile race discrimination class
action that alleged that the defendant unlawfully denied employment opportunities to applicants
who had poor credit histories. The case was so flimsy that the district court judge dismissed it
after she found that the EEOC could not offer admissible evidence that proved any violation. On
April 9, 2014, the U.S. Court of Appeals for the Sixth Circuit affirmed the district court’s
decision and chastised the EEOC because it sued defendants for “using the same type of
background check that the EEOC itself uses” and because the EEOC brought the case “on the
basis of a homemade methodology, crafted by a witness with no particular expertise to craft it,
administered by persons with no particular expertise to administer it, tested by no one, and
accepted only by the witness himself”®

In another high profile class action, the Sixth Circuit affirmed a district court’s decision
to dismiss an EEOC class action and to sanction the EEOC approximately $750,000. The court
found that the EEOC incorrectly claimed that an employer had a policy that excluded anyone
with a criminal record and then continued to litigate the case, even though it knew that the
employer did not, in fact, maintain the discriminatory policy that the EEOC alleged in its
complaint.?*

z See EEOC Press Release, “Jury Awards $240 Million for Long-Term Abuse of Workers with Intellectual
Disabilities” (May 1, 2013), available at hitp://www.eeoc. goweeoc/newsroom/release/5-1-13b.cfin

2 EEOC v. CRST Van Expedited, No. 07-00095, 2013 U.S. Dist. LEXIS 107822 (N.D. lowa Aug. 1, 2013),
B EEOC v. Kaplan, 748 F.3d 749, 750, 754 (6th Cir. 2014).
24 EEOC v. Peoplemark, 732 F.3d 584 (6th Cir. 2013).
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These cases are not isolated examples:

* The Commission brought a class action lawsuit against an employer that it alleged
unlawfully excluded applicants who had a criminal record. The district judge threw the
case out after he determined that the EEOC had no admissible evidence of any
violation.”

o The U.S. Court of Appeals for the Fifth Circuit affirmed the dismissal of a class action
age discrimination suit that challenged an employer’s decision to maintain an age 60
retirement policy for pilots®

o A district court in Alabama dismissed the EEOC’s challenge to an employer’s policy
about hairstyles after it determined that no Title VII precedent suyported the
Commission’s claim and that the employer’s policy was tawful?

e The U.S. Court of Appeals for the Fourth Circuit affirmed an award of nearly $200,000 in
sanctions against the EEOC after it found that the EEOC filed suit against an employer
even though its years-long delay in investigating the allegations, and the employer’s
decision to close the facility where the alleged discrimination occurred, meant that no
monetary or injunctive relief would have been possible. 3

o A district court in North Carolina sanctioned the EEOC after it found that the EEOC
failed to preserve evidence.”’

o Federal courts in New York, Arizona, Colorado, Hawaii, California, and Texas, among
others, dismissed all or significant portions of EEOC’s class action lawsuits because the
Commission did not comply with Title VII's multi-step administrative enforcement
scheme before it filed suit.>

B EEOC v, Freeman, 961 F. Supp. 2d 783 (D. Md. Aug. 9, 2013), appeal pending, No. 13-02365 (4th Cir,
Nov. 7, 2013).

% EEOC v. Exxon Mobil Corp., 560 Fed. Appx. 282 (Sth Cir. 2014).

7 gEoC . Catastrophe Mgmt. Solns., No. 13-00475, 2014 U.S. Dist. LEXIS 50822 (S.D. Ala. Mar. 27,
2014).

B EEOC v. Propak Logistics, Inc., 746 F.3d 145 (4th Cir. 2014).

2 EEOC v. Womble Carlyle Sandridge & Rice, LLP, No. 13-00046, 2014 U S, Dist. LEXIS 38219
(M.DN.C. Mar. 24, 2014), report and recommendation adopted by 2014 U.S. Dist. LEXIS 58938 (Apr. 29, 2014).

30 EEQC v. Sterling Jewelers, Inc., No. 08-00706, 2014 U8, Dist. LEXIS 304 (W.D.N.Y. Jan, 2, 2014),
report & recommendation adopied by 2014 U.S. Dist. LEXIS 31524 (W.D.N.Y. Mar. 10, 2014), appeal pending No.
14-1782 (2d Cir. May 15, 2014); drizona v. GEO Grp., Inc., No., CV 10-1995-PHX-SRB, 2012 U.S. Dist. LEXIS
102950 (D. Ariz. Apr. 17, 2012), appeal pending, No. 13-16292 (9th Cir. Jun. 24, 2013); EEOC v. Swissport
Fueling, Inc., 916 F. Supp. 2d 1003 (D. Ariz. 2013); EEOC v. The Original Honeybaked Ham Co. of Georgia, Inc.,
918 F. Supp. 2d 1171 (D. Colo. 2013); EEOC v. Am. Samoa Gov't, No. 11-00525, 2012 U.S. Dist. LEXIS 144324
(D. Haw. Oct. 5, 2012); EEOC v. Dillard’s Inc., No. 08-CV-~1780, 2011 U.S. Dist. LEXIS 76206 (S.D. Cal. July 14,
2011); EEOC v. Bass Pro Outdoor World, LLC, 884 F. Supp. 2d 499 (S.D. Tex. 2012).
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The available data does not present a better picture. The EEOC publicizes annual
cumulative information about its litigation program that dates back to 1997. According to the
EEOC, the Commission recovered $44.2 million dollars during the fiscal year that ended in
September 2012 and $38.6 million during the fiscal year that ended in September 2013. These
are the lowest amounts reported for any fiscal year that is available. By contrast, when I served at
the EEOC, the Commission’s litigation program recovered an average of about $140 million
each year for victims of unlawful discrimination.

The EEOC sometimes brings hundreds of cases each year. The agency cannot be judged
only on those cases in which it was unsuccessful. Nor should anyone suggest that the EEOC’s
career staff lack a commitment to the agency’s core mission of stopping and remedying unlawful
employment discrimination. Nonetheless, it takes only a handful of cases in which a court finds
that the EEOC used “homemade methodology”32 or submitted statistics with a “mind-boggling
number of errors™ before the EEOC begins to lose credibility with the courts and, ultimately,
with the public.

Two of the bills you are considering today would provide safeguards to ensure that the
EEOC does not diminish its credibility as the nation’s foremost protector of civil rights in
employment. Under current law, the EEOQC’s General Counsel and Regional Attorneys have
almost unchecked discretion to initiate or intervene in lawsuits on behalf of the Commission.
H.R. 4959 and H.R. 5422 would limit this discretion and provide for greater reporting of the
EEOC’s litigation results, in order to hold the agency publicly accountable.

In addition, H.R. 4959 addresses the EEOC’s statutory obligation to facilitate dispute
resolution prior to litigation. That Bill provides that the EEOC’s conciliation efforts before it
files a lawsuit must be “bona fide” and “in good faith.” Moreover, under H.R. 4959, the EEOC’s
conciliation efforts would indisputably be reviewable by a court.

L.  H.R. 5422 May Restore The Commission’s Oversight Of Enforcement

H.R. 5422 would ensure that the EEOC cannot bring major or controversial litigation
without a full up-or-down vote by a majority of the Commission. First, it would require the
Commission to approve or disapprove by majority vote any cases involving multiple plaintiffs,
allegations of systemic discrimination, or pattern or practice claims.** Second, it would give
each EEOC Commissioner the power to require a majority vote on the commencement of any
litigation.>® Implementation of these measures would mean that the EEQC’s decision to file

* EEOC Litigation Statistics, FY 1997 through FY 2013, available ar
http://www.eeoc.gov/eeoc/statistics/enforcement/litigation.cfm.

32 Kaplan, 748 F.3d at 754.
3 Freeman, 961 F. Supp. 2d at 796.
M HR 5422, §2.

35[d
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lawsuits would be determined after consideration and deliberation by the five bipartisan
members of the EEOC.

H.R. 5422 would neither impede the EEOC’s efficient prosecution of civil rights
litigation nor interfere with the Commission’s ability to focus on policy. As an initial matter, the
bill would make Commission approval mandatory only for cases with multiple potential victims.
The bill would not require that Commissioners vote on dozens of small-dollar or uncontroversial
cases before the Commission files suit.

The bill would, however, increase significantly the number of cases presented to the
Comumission for a vote. This is not unrcasonable. After all, the American taxpayers pay
Commissioners and their staff millions of dollars every year, and it is not too much to require
that they actually consider whether additional taxpayer resources should be spent litigating
EEOC lawsuits. Nor is there any reason to suspect that increased deliberation by the
Commission would hinder enforcement. When [ served as the EEOC’s general counsel, |
regularly sent litigation recommendations to the Commissioners for a vote. Nonetheless, the
Commission obtained relief for thousands of discrimination victims during my tenure, and the
EEOC’s litigation program recovered more money for discrimination victims than at any other
time in the Commission’s history.

IV.  H.R. 5422 And H.R. 4959 May Enhance The EEOC’s Accountability For
Litigation Decisions

H.R. 5422 and H.R. 4959 would both require the EEOC to post data publicly, in an effort
to increase public accountability for the agency’s litigation decisions. The EEOC already posts
some litigation data, and these bills would increase the reporting requirements. Specifically, H.R.
5422 would require the Commission to post information about every lawsuit that it brings
pursuant to a vote of the Commissioners, including each Commissioner’s vote on the litigation.*®

H.R. 4959 has a much more extensive series of reporting requirements specifically
related to cases in which the EEQC is sanctioned or ordered to pay fees and costs. The Bill
would require the EEOC to track and publicly post data on these cases in conjunction with
information regarding whether the litigation was submitted to the Commission for an up-or-down
vote.”” These figures would uitimately allow the Commission and Congress to determine
statistically whether the Commission’s delegation of authority to the General Counsel is
undermining the agency’s integrity.

H.R. 4959 also contains reporting requirements to Congress. Specifically, in any case
where a court orders the EEOC to pay fees and costs or imposes sanctions, the agency’s
Inspector General would be required to notify the House Committee on Education and the
Workforce, as well as the Senate Committee on Health, Education, Labor, and Pensions, and

361(!.

3T H R, 4959, § 2(a)(1).
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conduct an extensive investigation to determine why such an order was imposed.*® This
investigation would entail interviews with the EEOC staff involved on the case, estimates of the
resources used in prosecuting the case, an explanation of whether the case was brought to a full
vote by the Commission, and other relevant information.”® The Bill also would require the
Commission to submit a report to Congress about the steps it is taking to reduce instances in
which it is ordered to pay fees or is sanctioned.*

Increased record-keeping and reporting requirements always run the risk that they may
serve no purpose other than to compound bureaucracy. Nonetheless, this legislation would
require the EEOC to take a break after a negative outcome in litigation, to step back, and to
evaluate why a court sanctioned the Commission. It would also enable the Congress and the
public to understand better what happened and why.

V. H.R. 4959 May Hold The EEOC Responsible For Meeting Its Conciliation
Obligations

H.R. 4959 would prevent the EEOC from rushing to litigation in another way: it
specifically provides for court review of the sufficiency of the agency’s conciliation efforts. In
addition, it makes clear that the EEOC cannot file a lawsuit without first clearly identifying its
claims, and any putative victims thereof, to a putative defendant.

The provisions of H.R. 4959 merely clarify obligations that are already written into Title
VIL Title VII outlines a multi-step process that the EEOC must satisfy before it can file a
lawsuit, This process requires the EEOC to provide prompt notice of the charge to the employer,
investigate the charge, and make a reasonable cause determination if it finds that a violation
occurred. Thereafter, the EEOC must “endeavor to eliminate any such alleged unlawful
employment practice by informal methods of conference, conciliation, and persuasion"’“ The
EEOC may file a lawsuit only after it “has been unable to secure from the [employer] a
conciliation agreement acceptable to the Commission.”

From 1972 to December 2013, the federal courts policed the EEOC’s compliance with its
presuit obligations, including the obligation that the Commission conduct meaningful
conciliation proceedings as part of an effort to settle any dispute and that the EEOC file suit only
if conciliation proves impossible. In December 2013, the U.S. Court of Appeals for the Seventh
Circuit became the first court “to reject explicitly the implied affirmative defense of failure to

38 14 at § 4(a).
39 Id
14 at § 4(b).

H Spe 42 US.C. § 2000e-5(b).

4242 U.8.C. § 2000e-5(f)(1).
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conciliate.™ The case, EEOC v. Mach Mining, is pending before the Supreme Court of the
United States, and that Court may settle the issue once and for all. A decision is expected by
June 2015.%

H.R. 4959 would settle the issue by statute.*® The Bill would require the EEOC to use
“good faith efforts” to engage in “bona fide” conciliation.*® Section 3(3) of the Bill would
require the Commission, at a minimum, to give accused employers:

all information regarding the legal and factual bases for the Commission’s
determination that reasonable causes exist as well as all information that supports
the Commission’s requested monetary and other relief (including a detailed
description of the specific individuals or employees comprising the class of
persons for whom the Commission is seeking relief and any additional
information requested that is reasonably related to the underlying cause
determination or necessary to conciliate in good faith).”’

Finally, FLR. 4939 expressly provides that an employer may use documents related to the
conciliation process in proceedings to test the validity of the EEOC’s conciliation efforts.*®

Undoubtedly, H.R. 4959 would provide important protections for employers, by requiring
the EEOC to give them all of the information necessary to evaluate properly the agency’s
settlement demands. In addition, the legislation would pre-empt the “sue first, ask questions
later” mentality that has led to highly-publicized EEOC defeats.” By requiring the EEOC to
provide all factual and legal bases for its reasonable cause determination and to identify with
specificity each employee who was allegedly wronged, H.R. 4959 will ensure that the EEOC
returns its focus to conciliation first, and then litigation, as required by the statute.

VI. H.R. 5423 — The Certainty In Enforcement Act Of 2014
[ would also like to say a few words about the third piece of legislation this

Subcommittee is now considering: the Certainty in Enforcement Act, or H.R. 5423. This Bill
responds to new enforcement guidance that the EEOC issued in 2012 about the use of arrest and

a3 738 F.3d 171, 182 (7th Cir. 2013). See also Press Release, U.S. EEOC, /n Landmark Ruling, Seventh
Circuit Holds Employers Cannot Challenge EEOC Congciliation (Dec. 20, 2013), available at
http://www.eeoc.gov/eeoc/newsroom/release/1 2-20-13b.cfm (last visited May 20, 2014).

4 The docket number for this case is 13-1019.
“HR. 4959, § 3.

4 1d a§ 3¢1).

Y 14 at § 303).

B 14 at§32).

“® See EEOC v. CRST Van Expedited, No. 07-00095, 2009 U.S, Dist. LEXIS 71396, at ¥64 (N.D. Iowa
Aug. 13,2009).
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conviction records to make employment decisions. Under the EEOC’s guidance, the EEOC
presumes that employer use of criminal history information creates a disparate impact that
violates Title VII. According to the EEOC, national data shows that African Americans and
Hispanics are arrested and incarcerated “at rates disproportionate to their numbers in the general
population.” Therefore, the EEOC asserts, “criminal record exclusions have a disparate impact
based on race and national origin.”!

The EEOC would impose on the employer the burden of rebutting this presumption
during an investigation and would give the employer “an opportunity to show, with relevant
evidence, that its employment policy or practice does not cause a disparate impact on the
protected group(s).”” ? This so-called “opportunity” is inconsistent with the burdens of proof
enacted by Congress, and it saddles employers with the burden of disproving discrimination.
The message is clear: if an employer excludes anyone because of a person’s criminal history —
including convictions — the EEOC will assume that the employer has violated Title VII unless
and until the employer proves otherwise.

The EEOC’s enforcement guidance was not enacted by notice-and-comment rulemaking,
and it is unclear whether the federal courts will endorse it. Nonetheless, many are concerned that
the guidance adopts an interpretation of Title VII that would have that statute preempt State and
local laws that prohibit the hiring of convicted felons for safety-sensitive positions, such as child
care. The Commission’s guidance says that “an employer may make an employment decision
based on the conduct underlying the arrest if the conduct makes the individual unfit for the
position in question.”> But what the EEOC believes makes an individual “unfit for the position
in question” is not clear. The Commission’s guidance gives only a few examples of what it
believes this standard permits, and the Commission’s litigation program raises the specter of
class action litigation any time an employer excludes any criminals.

For example, in one pending case, the EEOC is suing an employer for violating the
“equal employment opportunities” of applicants because the employer allegedly excludes from
its workforce those convicted of “Murder, Assault & Battery, Rape, Child Abuse, Spousal Abuse
(Domestic Violence), Manufacturing of Drugs, Distribution of Drugs, [and] Weapons Violations,’
as well as “theft, dishonesty, and moral turpitude.”™ Does a conviction for murder, rape, and
theft make an individual “unfit”? According to the EEOC, an employer must show that its
criminal conviction policy “operates to effectively link specific criminal conduct, and its dangers,

)

0 See US. Equal Employment Opportunity Commission, EEOC Enforcement Guidance: Consideration of
Arrest and Conviction Records in Employment Decisions Under Title VII of the Civil Rights Act of 1964 (Apr. 25,
2012), available at http:/fwww.ceoc.gov/laws/guidance/arrest_conviction.cfin (last visited July 23, 2013)
fhereinafter “EEOC Criminal Record Enforcement Guidance”].

.
32 14, But see 42 US.C. § 2000e-2(k).
%3 See EEOC Criminal Record Enforcement Guidance.

3% Compl., EEOC v. BMW Mfg. Co., No. 13-01583 47 1920 (D.S.C. June 11, 2013).
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with the risks inherent in the duties of a particular position.”* But there are no statistical studies
showing that a convicted rapist is more likely to embezzle funds from an employer or that a
convicted embezzler is more likely to endanger fellow employees. No company can realistically
meet this evidentiary burden.

Worse still, the EEOC’s policy makes it impracticable, if not impossible, to justify
consideration of prior felonies as a legitimate employment concern, even though the federal
government itself takes account of such prior convictions in its own personnel decisions. The
EEOC’s guidance also repudiates what the federal government’s own employment practices
make obvious: a person’s history of compliance with the law is relevant to any job. Indeed, the
Supreme Court recently upheld the federal government’s inquiry into whether employees of
federal contractors used drugs because “the Government is entitled to have its projects staffed by
reliable, law-abiding persons” and “[qJuestions about illegal-drug use are a useful way of
figuring out which persons have these characteristics.”>® The Court emphasized that questions
about an applicant’s “violations of the law,” like other questions going to the applicant’s
“honesty or trustworthiness,” are “reasonably aimed at identifying capable employees who will
faithfully conduct the Government’s business.””’

As further proof that prior criminal activity is a legitimate, nondiscriminatory
employment criterion, the federal government routinely performs criminal background checks on
applicants for the federal workforce. Government regulations require a “suitability” review,
which includes consideration of “[c]riminal or dishonest conduct,” because this bears on “a
person’s character or conduct that may have an impact on the integrity or efficiency of the
service.”® Although the extent to which criminal convictions automatically disqualify former
criminals from federal employment is unclear, the relevant point remains: even the federal
government believes that prior criminal convictions are presumptively valid and
nondiscriminatory factors that are directly tied to the job-related issue of a potential employee’s
“character or conduct.”

If the government is entitled to have law-abiding workers, then surely private employers
are as well. And it is all the more necessary for employers to exclude risky criminals from its
workforce because employers may be ultimately liable, under principles of vicarious liability, for
the work-related misconduct of their employees. That private employers might be more reluctant
to expose their customers and employees to former criminals provides no basis for condemning
such prudence as unlawful discrimination, at least when there is no intent to discriminate against
anyone because of their race or other protected characteristic.

Adding to this problem is the fact that several federal, state, and local laws place
restrictions on employers’ decisions about whether to hire persons with criminal convictions.

5 See EEOC Criminal Record Enforcement Guidance.
58 NASA v. Nelson, 131 S. Ct. 746, 759-60 (201 1).

7 1d, at 761,

%5 CRR.§§ 731101, 731.202,
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The EEOC’s guidance says that “if an employer’s exclusionary policy or practice is not job
related and consistent with business necessity, the fact that it was adopted to comply with a state
or local law or regulation does not shield the employer from Title VII liabitity.”>

All of this presents employers with a Catch-22. They must either hire criminals and risk
violating these other laws and exposing themselves to lawsuits for negligent hiring. Or, if they
do not hire such criminals, they risk an EEOC investigation and class action lawsuit.

H.R. 5423 attempts to address these problems by making it clear that it **shall not be an
unlawful employment practice for an employer . . . to engage in an employment practice that is
required by Federal, State, or local law, in an area such as, but not limited to, health care,
childcare, in-home services, policing, security, education, finance, employee benefits, and
fiduciary duties.”® This Bill may provide a useful fix that will prevent EEOC’s informal
guidance from trumping certain State and local [aws.

If H.R. 5423 becomes law, the Equal Protection Clause of the Fourteenth Amendment, as
well as the equal protection component of the Fifth Amendment, will limit the discretion of
Federal, State, and local governments to pass laws that would require employers to engage in
discriminatory conduct. Nonetheless, for the purpose of greater clarity, this Subcommittee might
consider three amendments to the Bil as it is presently drafted.

First, the Subcommittee may consider revising H.R. 5423 to limit it to laws requiring
employers to conduct criminal background checks or credit history checks. This seems to be the
primary concern of the Bill and amending it this way would clarify the issue.

Second, the Subcommittee may also consider limiting the bill to allow employers to
follow Federal, State or local laws that have a disparate impact on a protected class, so long as
the laws are targeted to hiring practices in sensitive industries like healthcare and childcare.

5 See EEOC Criminal Record Enforcement Guidance.

O HR. 5423, § 3. Congress should be aware that two provisions of the Civil Rights Act already speak to
pre-emption of State and local laws.

Section 708 of Title VII provides:

“Nothing in this title shall be deemed to exempt or relieve any person from any liability, duty, penalty. or
punishment provided by any present or future law of any State or political subdivision of a State, other than any such
law which purports to require or permit the doing of any act which would be an unlawful employment [282]
practice under this title.” 42 U.S.C. § 2000e-7.

In addition, Section 1104 of Title XI of the Civil Rights Act of 1964 applies to all titles of the Civil Rights
Act, including Title VII and establishes the following standard for pre-emption:

“Nothing contained in any title of this Act shall be construed as indicating an intent on the part of Congress
to occupy the field in which any such title operates to the exclusion of State laws on the same subject matter, nor
shall any provision of this Act be construed as invalidating any provision of State law unless such provision is
inconsistent with any of the purposes of this Act, or any provision thereof.” 42 U.S.C, § 2000h-4,

See also California Federal Sav. & Loan Ass'wv. Guerra, 479 U.S. 272, 281-282 (1987), which discusses
these statutes.
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Third, H.R. 5423 appears to respond to the EEQC’s expansive interpretation, in its
enforcement guidance, of what may be a disparate impact violation of Title VII. Adding
language that specifically addresses disparate impact may help clarify that H.R. 5423 is in no
way intended to sanction intentional discrimination,

VIIL. Conclusion

Thank you again for the opportunity to testify here today. 1look forward to your
questions.
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[Whereupon, at 12:54 p.m., the subcommittee was adjourned.]

O
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