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NIST Director Arden Bement (second from
left) joins Mike Rowe (left) and Jack Rush
(center) in congratulating Harry Landon
and Carl Muehlhause

Harry Landon with Jack Rush and
Fred Shorten

The honorees being congratulated by
Mike Rowe at the presentation ceremony

Robert S. Carter Carl O. Muehlhause Harry Landon
Portraits placed in the NIST Gallery of Distinguished Scientists,

Engineers and Administrators

Robert S. Carter, Carl O. Muehlhause and Harry Landon honored at
NIST Standards Alumni Association 2003 Portrait Ceremony
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NCNR Founders Honored at NIST

December 7, 1967,
criticality at the
NBSR, left to right:
NBS Director Allen
Astin, Harry Landon,
Carl Muehlhause,
Robert Carter, and
Associate Director
Irl Schoonover

Left to right:  Mike Rowe, Pat Gallagher, Carl
Muehlhause, Tawfik Raby, Jack Rush, Bob Carter,
Sheila Landon, John Cleary, Toni Carter, and Harry
Landon tour the cold neutron guide hall of the NIST
Center for Neutron Research

Muehlhause, Landon and Carter are
presented with certificates by Mike Rowe

Sheila Landon and Mike Rowe share
a moment at the reception

These distinguished alumni designed and oversaw the building
of the NBSR and the starting of its science programs
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Foreword

vi

This is the 15th report of the
        activities of the NIST Center for

Neutron Research (NCNR) for which I have
written an introduction, following the retirement

of Dr. Robert S. Carter (who wrote all of the
preceding introductions).  It is particularly appropriate

to note this milestone this year for two reasons.  First,
because Bob Carter, Carl Muehlhause, and Harry Landon,

the designers of the NIST reactor, are being recognized
this year by having their pictures hung in the NIST Portrait
Gallery for their contributions to NBS/NIST.  This is an
honor well deserved, and we are hoping that they will all
return in September for the ceremony.  Second, this will be
my last such introduction, as I intend to retire as Director
before the next one is written.  Therefore, I will not limit
my remarks to this year’s accomplishments only, but try to
summarize my thoughts after 15 years as Director, and
31 years at NIST.

The source designed and guided through its forma-
tive years by Carter, Muehlhause, and Landon has been a
tremendous success, providing remarkably cost-effective
service to NIST and the nation.  Its design has proved its
worth over and over, as the focus of the program has
shifted over the years from being primarily for local
nuclear physics, irradiations for analytical chemistry, and
neutron diffraction to in-house and collaborative thermal
neutron scattering involving a broader community, to its
present role as the major national center for thermal and
cold neutron research, with a full suite of scattering
instruments, an active analytical chemistry effort serving
national as well as local needs, and a thriving program in
neutron physics.  With this continuing growth, expansion
and transformation in our research and measurement
activities, the need for predictable, dependable operation
has increased greatly.  It is a tribute to all of the people
involved that the challenge has been met with only a
moderate increase in cost and staff, in spite of increasing
regulatory requirements, and an increase in power from 10
to 20 MW in 1985.  For many years, as Chief of Reactor

Operations and Engineering, Tawfik Raby set the highest
standards for safe, reliable, and economical reactor
operations, and his successor, Seymour Weiss, has con-
tinued in this tradition.  Many of our most senior operators
have retired or will in the next few years, but we have
managed to hire outstanding young people to carry on.  By
the end of this year, we will apply for a license renewal for
an additional 20 years of operation, and I am confident that
it will be approved, and that the reactor will continue to
serve NIST and the nation for the foreseeable future.

While the reactor has provided the constant source of
neutrons required for success, the instrumentation around
it has been continually improved and updated.  When I first
arrived at NIST in 1973, I worked with Jack Rush, Sam
Trevino and Hank Prask to develop our first triple axis
spectrometer (an instrument that has been modified and
updated regularly, and for which the last “original” part
should disappear in the next two years).  (Incidentally, it
was during the design of this instrument, which was done
in part at Ames Laboratory, that I first met my wife Nancy
Chesser, who was then a staff member at Ames.)  This
year alone, we have begun the installation of a next-
generation doubly focusing thermal neutron triple axis
spectrometer which will have unprecedented intensities and
flexibility; installed a new cold neutron reflectometer/
diffractometer as part of Cold Neutrons for Biology and
Technology initiative; and commissioned a new facility for
radiography that has been used to study operating fuel
cells.  We are also well into the detailed design of a new
cold neutron double-focusing triple axis spectrometer,
MACS, in partnership with The Johns Hopkins University.
We are now on our third cold neutron source, which
incorporates the experiences from the first D2O ice source
installed in 1985 and the first liquid hydrogen source.  This
source operates totally reliably, and achieved a 100 %
availability (ready to run when the reactor is) this year.
The pace of instrumentation development has accelerated
continuously during my time here, to encompass ideas that
we never considered even 15 years ago.  For this I am



grateful to the many people who have worked so hard over
the years — far too many to acknowledge here, but I
would be remiss if I did not mention Ivan Schroder and his
engineering colleagues, who have solved so many “impos-
sible” engineering problems, and Bob Williams and more
recently, George Baltic, and their technical team, who put
into practice on the floor what we dreamt up in our
offices.  And Pat Gallagher has led the transition from the
somewhat anarchic Cold Neutron Project to the Research
Facility Operations Group, a fully functioning group that
serves the user mission of the NCNR extraordinarily well.

Last, but far from least, the science group has grown
from the 9 regular staff members that it had when I arrived
to over 30 NIST employees and 36 long-term guest
researchers.  At the same time, the mission and focus of
the group has evolved, with added responsibilities for
instrument development, support for user operations, new
research areas in soft matter, and many new interactions
with the rest of NIST and with 200 outside organizations.
Throughout my 31 years, Jack Rush, my good friend and
colleague, has guided the fortunes of the research group
with a sure and steady hand, ever alert to new opportuni-
ties, to good science, and to good people.  As I have read
through this year’s science reports, and through earlier
years, I have been struck by the continuing high quality of
the research, even as the scientific emphasis has changed,
the techniques have developed, and our mode of operation
has been totally transformed.  One of the greatest pleasures
of this job has been the opportunity to walk through the
facility to meet and learn from the intelligent and dedicated
people who do the research.  Young and not so young,
they give me a high level of optimism for the future

because of their infectious enjoyment of their activities (it
seems wrong to call something so enjoyable work!).  As
always, the science highlights that form the bulk of this
report are the final indicator of what we have done in the past
year.  I hope that you enjoy reading them as much as I did.

So, in closing, I thank everyone who has been part of
my life here — I hope that what we have accomplished
together over the years is a source of pride to you, as it is
to me.  I look forward to seeing the continual progress of
the NCNR, for which the best is yet to come.

vii
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NCNR Milestones

Groundbreaking for the cold neutron guide hall, Nov.
1987. L to R: MSEL Director Lyle Schwartz; DOC Dep.
Secy. Clarence (Bud) Brown; Rep. Connie Morella, R-Md;
NIST Dir., Ernest Ambler; and NCNR Dir., Mike Rowe.

NCNR Guide hall building
recently completed (above),
January 1989, and at
present (right).

Drilling through 20’ concrete wall to bring neutron
guides from the source, 1989.

John McTague, then of Ford Motor Co., delivered a lecture
in a series honoring NCNR founder Robert S. Carter
(seated behind), May 1992.

Mike and Nobel laureate Clifford Shull share a lighter
moment during Shull’s visit to the NCNR, 1995.

NCNR facility tour by members and staff of the U.S.
House Science Committee, May 2001.  Clockwise from
the poster on the right, the members are Rep. Vernon
Ehlers (R-MI), Rep. Connie Morella (former R-MD), Rep.
Gilbert Gutknecht (R-MN) just above and behind Rep.
Morella, and Rep. Mark Udall (D-CO) just above and to
the right of Rep. Morella. Former NIST Dir. Karen Brown
is at bottom left of center. Mike is at far right.
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The NIST Center for
Neutron Research (NCNR)

Instruments in the cold neutron guide hall.

Neutrons are powerful probes of the structure and
dynamics of materials ranging from molecules inserted

into membranes mimicking cell walls to protons migrating
through fuel cells. The unique properties of neutrons (shown
in box) can be exploited by a variety of measurement tech-
niques to provide information not available by
other  means. They are particularly well suited
to investigate all forms of magnetic materials
such as those used in computer memory stor-
age and retrieval. Atomic motion, especially
that of hydrogen, can be measured and moni-
tored, like that of water during the setting of
cement. Residual stresses such as those in-
side stamped steel automobile parts can be
mapped. Neutron-based research covers a
broad spectrum of disciplines, including en-
gineering, biology, materials science, poly-
mers, chemistry, and physics.

The NCNR’s neutron source provides
the intense beams of neutrons required for
these types of measurements. In addition to
the thermal energy neutron beams from the
heavy water or graphite moderators, the
NCNR has a large area liquid hydrogen mod-
erator, or cold source, that provides intense
neutron beams for the only cold neutron fa-
cility presently operating in the United States.

 There are currently 29 experiment stations: six pro-
vide high neutron flux positions for irradiation, and 23 are
beam facilities most of which are used for neutron scattering

research. The following pages show a schematic layout of
the beam facilities. More complete descriptions of instru-
ments can be found at www.ncnr.nist.gov.

The NCNR supports important NIST research needs,
but is also operated as a major national user facility with

merit-based access made available to the entire U.S. techno-
logical community.  Each year, over 1700 research partici-
pants from all areas of the country, from industry, academia,
and government use the facility for measurements.   Beam
time for research to be published in the open literature is
without cost to the user, but full operating costs are recov-
ered for proprietary research.  Access is gained mainly through
a peer-reviewed, web-based proposal system with beam time
allocated by a Program Advisory Committee twice a year.
For details see www.ncnr.nist.gov/beamtime.html. The Na-
tional Science Foundation and NIST co-fund the Center for
High Resolution Neutron Scattering (CHRNS) that operates
six of the world’s most advanced instruments.  Time on
CHRNS instruments is made available through the proposal
system.  Some access to beam time for collaborative mea-
surements with the NIST science staff can also be arranged
on other instruments.

Why Neutrons?
Neutrons at the NCNR reveal properties not available to other probes.  They can behave like
microscopic magnets, can diffract like waves, or set particles into motion as they recoil from them.
Wavelengths – range from 0.1 Å to 100 Å, allowing them to form observable ripple patterns from
structures as small as atoms to as large as proteins.
Energies – of millielectronvolts, the same as that of motions of atoms in solids or liquids, waves in
magnetic materials, or vibrations in molecules. Exchanges of energy between neutrons and matter as
small as nanoelectronvolts and as large as tenths of electronvolts can be detected.
Selectivity – in scattering power varies from nucleus to nucleus almost randomly.  Specific isotopes
can stand out from other isotopes, even of the same kind of atom. Specific light atoms, difficult to
observe with x-rays,  are revealed by neutrons.  Hydrogen, especially, can be distinguished from
chemically equivalent deuterium.
Magnetism – makes the neutron sensitive to the magnetic spins of both nuclei and electrons, allowing
the behavior of ordinary and exotic magnets to be detailed precisely.
Neutrality – of the uncharged neutrons allows them to penetrate deeply without destroying samples,
and pass through walls controlling a sample’s environment allowing measurements under extreme
conditions.  Properties ranging from the residual stresses in steel girders to the unfolding motions of
proteins are amenable to measurement by neutrons.
Capture – characteristic radiation emanating from specific nuclei capturing incident neutrons can be
used to identify and quantify minute amounts of material in pollutants or ancient pottery shards.
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1 A Cold Neutron Depth
Profiling instrument (not shown)
for quantitative profiling of
subsurface impurities currently at
this site will be moved to another
position. Shown is MACS, a cold
neutron Triple Axis Crystal
Spectrometer under construction
with double focusing monochro-
mator and multiple crystal
analyzer/detectors that can be
flexibly configured for several
energies simultaneously or for
high throughput at one energy.

2 BT-6 (temporary location)
Neutron Imaging Facility for
imaging hydrogenous matter in
large components such as water
in fuel cells or lubricants in
engines.

3 BT-7 Triple Axis Crystal
Spectrometer with fixed incident
energy for measurements of
excitations and structure.

4 BT-8 Residual Stress
Diffractometer optimized for
depth profiling of residual stress in
large components.

5 BT-9 Triple Axis Crystal
Spectrometer for measurements
of excitations and structure.

6 Thermal Column a very well-
thermalized beam of neutrons
used for radiography, tomography,
dosimetry and other experiments.

7 BT-1 Powder Diffractometer
with 32 detectors; incident wave-
lengths of 0.208 nm, 0.154 nm,
and 0.159 nm, with highest
resolution of δd/d = 8 x 10-4.

8 BT-2 Triple Axis Crystal
Spectrometer with polarized
beam capability for measurement
of magnetic dynamics and
structure.

9 BT-4 Filter Analyzer Neutron
Spectrometer with cooled Be/
Graphite filter analyzer for
chemical spectroscopy.

10 BT-5 Perfect Crystal
Diffractometer SANS small
angle neutron scattering instrument
for microstructure on the 104 nm
length scale, sponsored by the
National Science Foundation and
NIST, part of the Center for High
Resolution Neutron Scattering
(CHRNS).

11 NG-7 Horizontal Sample
Reflectometer allows reflectivity
measurements of free surfaces,
liquid vapor interfaces, as well as
polymer coatings.

12 Neutron Interferometry and
Optics Station with perfect
silicon interferometer; vibration
isolation system provides
exceptional phase stability and
fringe visibility.

13 Spin Polarized Triple Axis
Spectrometer (SPINS) using
cold neutrons with position
sensitive detector capability for
high-resolution studies — part of
CHRNS.

7 13

3
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NIST Center for Neutron Research Layout

18

16

17

19

20

21
22

14

15

14 Spin Echo Spectrometer
offering neV energy resolution,
based upon Jülich design,
sponsored by NIST, Jülich and
ExxonMobil — part of CHRNS.

15 Prompt Gamma Activation
Analysis cold neutron fluxes
allow detection limit for H of 1 µg
to 10 µg. Focused beams are
available for profiling.

16 NG-7 30 m SANS for microstruc-
ture measurements sponsored by
NIST, ExxonMobil, and the
University of Minnesota.

17 Neutron Physics Station
offering three cold neutron beams
having wavelengths of 0.5 nm,
0.9 nm, and “white” that are
available for fundamental neutron
physics experiments.

18 Fermi Chopper hybrid time-of-
flight (TOF) Spectrometer for
inelastic scattering with selected
incident wavelengths between
0.23 nm and 0.61 nm.

19 Disk Chopper TOF Spectrom-
eter a versatile time-of-flight
spectrometer, with beam pulsing
and monochromatization effected
by 7 disk choppers. Used for
studies of dynamics in condensed
matter, including macromolecular
systems — part of CHRNS.

20 NG-3 30 m SANS for microstruc-
ture measurements sponsored by
the National Science Foundation
and NIST — part of CHRNS.

21 Backscattering Spectrometer
high intensity inelastic scattering
instrument with energy resolution
< 1 µeV, for studies of motion in
molecular and biological systems
— part of CHRNS.

22 NG-1 10 m SANS (under
construction.) It replaces the
current 8 m SANS and will be
made available for CHRNS use
along with use by the NIST
Polymers Division.

23 Vertical Sample Reflectometer
instrument with polarization
analysis capability for measuring
reflectivities down to 10-8 to
determine subsurface structure.

24 Advanced Neutron
Diffractometer / Reflectometer
(AND/R), a vertical sample
reflectometer with polarization
analysis and off-specular reflection
capabilities for measuring
reflectivities down to 10-8. It is part
of the Cold Neutrons for Biology
and Technology program
committed to studies of biological
membrane systems.



44

Theory, Modeling and Neutron Scattering Workshop attendees, August 2003

NCNR’s Inma Peral (back to camera) and
Yiming Qiu (second from right) with students
Watching and analyzing data at DCS

NCNR’s Inma Peral prepares a
cryostat at DCS

The flame produces in situ soot for
a SANS study by WPI’s Barb
Wyslouzil and U Del.’s Hai Wang

NCNR’s John Copley points out
salient features of DCS to
summer school students
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NCNR Images 2003

5

NCNR’s Richard Azuah extols the virtues of
Backscattering to summer school fans

U. Bristol’s Terry Cosgrove and
collaborators take a pointer from
NCNR’s Lionel Porcar

U Del.’s Eric Kaler discusses a SANS
pattern with his group

SURF student Andrew Rockwell at
the NG-1 reflectometer controls with
NCNR’s Chuck Majkrzak

Oberlin’s Steven FitzGerald
supervises his  undergraduate
collaborators loading a sample

Look up and smile! NCNR’s Seung-Hun Lee
and Peter Gehring (rear) with summer school
students at the SPINS analyzer
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The recently installed (July 2003)
        Advanced Neutron Diffractometer/

Reflectometer (AND/R) adds new capabilities
for bio-membrane research and diffuse scattering

measurement to the NCNR. It aims to provide a
focal point for structural biology research, combining

an increased in-house staff to serve and interact with
an expanded user program.  Furthermore, it will benefit

the NCNR reflectometry program by increasing available
beam time overall.  Of the AND/R beamtime, 75 % will be
available to the CNBT partners and 25 % to general users
through the NCNR proposal system. With the AND/R
located just upstream of NG-1 reflectometer, this pair of
instruments will share common facilities, equipment, and
expertise.

The AND/R is the centerpiece of the Cold Neutrons
for Biology and Technology (CNBT) program, which is
committed to the development of advanced neutron
scattering instruments for studies of membrane systems.
CNBT was funded by the National Institutes of Health
(NIH), National Center for Research Resources on 30 Sep-
tember 2001 with additional support from NIST, the
University of California at Irvine and the University of
Pennsylvania. The CNBT partnership consists of investiga-
tors from six universities: UC Irvine (principal investigator

The Advanced Neutron
Diffractometer/Reflectometer (AND/R)

Stephen H. White), Johns Hopkins University, Penn, Rice,
Duke, Carnegie Mellon and investigators from NIST.
Additional collaborators are from UC San Diego, Los
Alamos National Laboratory, and the NIH. The facilities
consist of the AND/R, a 30 m small-angle neutron spec-
trometer (SANS) dedicated 10 % to CNBT, a fully
equipped biology laboratory, and two state-of-the-art
computer facilities (one at U C Irvine, and one at NCNR)
for molecular dynamics computations.  This combination
provides a new capability for the United States.

The AND/R is modeled after the highly successful
polarized beam reflectometer on the NG-1 neutron guide.
Like the NG-1 reflectometer, the AND/R will have a
horizontal scattering plane, which provides unrestricted
access to higher scattering angles. Other features common
to both instruments are the polarized beam capability to
enable the use of magnetic reference layers for phase
inversion of data, and a vertically focusing monochromator
to increase the flux on the sample.

Additional features make the instrument well suited
for both reflectometry and diffraction investigations of
biological systems.  First, the AND/R can operate using
either a larger 5 cm “pencil” detector (increasing the flux at
higher momentum transfer, Q) or a 2-dimensional position
sensitive detector (PSD).  By simultaneously measuring
non-specular scattering from large areas in reciprocal
space, the PSD will make it much more efficient to obtain
information on in-plane structures.  Also, the sample tables
will accommodate larger sample environments (up to
26 cm (10.2")) from tabletop to beam center and up to
454 kg (1000 lb) or an Eulerian cradle (for diffraction
experiments from a single crystal).  Variable sample to
monochromator distance (from 206 cm (81") to 236 cm
(93")) and sample to detector distances (from 61 cm (24")
to 173 cm (68")) will allow the user to select the Q range
covered by the PSD.  Optical benches, both inside and
outside the shutter, will make customization and upgrades
of the neutron optical components simpler to implement.
An increased number of motorized axes as well as addi-
tional supporting software provided by a dedicated pro-
grammer in the CNBT program will make this user-
friendlier instrument.The Advanced Neutron Diffractometer Reflectometer, shown in polarized

beam mode with the “pencil” detector enclosed within the box at left.
(For clarity, some shielding is not shown.)



Instrumentation Development and Applications
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J. A. Dura, D. J. Pierce, C. F. Majkrzak
NIST Center for Neutron Research
National Institute of Standards and Technology
Gaithersburg, MD  20899

AND/R (right) and NG-1 Reflectometer floor plan. The large circles
indicate the travel of the detector arm in its fully extended position.
Blue, purple and red rectangles are the control desks, electronic racks
and beamstops respectively. The instruments will be separated by both
a fixed rail and a tensile barrier (not shown).

A number of general areas of investigation of biologi-
cal membrane and biomimetic thin film structures are
currently envisioned for the AND/R instrument.  These
include specular reflectometry measurements to reveal the
compositional depth profile along the surface normal (with
spatial resolution approaching a fraction of a nanometer) as
well as non-specular scattering studies of in-plane density
variations and structures.  The specular reflectometry can
be performed on single bilayer membrane or multilayered
systems to determine the location of certain macromolecu-
lar entities of biological interest, such as cholesterol,
various toxins, or transmembrane proteins.  Non-specular
measurements of in-plane objects typically will require
multilayered samples to obtain sufficient signal.

The NCNR cold source and guide combined with
optimized neutron optics and the capabilities described
above are expected to make measurements using AND/R
especially well suited to addressing key scientific issues on
biological membranes.

NCNR staff and CNBT visitors gather at the completed AND/R
instrument.  Left to right: Michael Paulaitis, JHU; Kevin O’Donovon,
NCNR; Don Pierce, NCNR; Huey Huang, Rice; Steven White, UCI; Anne
Plant, NIST Biotech; Mathias Lösche, JHU; Jack Rush, NCNR; Tom
Macintosh, Duke; Joe Dura, NCNR; Susan Krueger, NCNR; Chuck
Majkrzak, NCNR.
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A dramatic step toward analyzing the
          performance and the operational

characteristics of a working fuel cell has taken
place at the NCNR.  A new Neutron Imaging

Facility (NIF) shown in Fig. 1 has been constructed
in a cooperative effort between the Department of

Commerce and the Department of Energy.  This facility
uses neutrons to peer inside the fuel cell to view water
forming and moving throughout the cell.  In a fuel cell,
water is formed as a by-product of the reaction between
hydrogen and oxygen.  If the water does not drain quickly
and efficiently, then fuel cells will not work properly.
Water formation is also a signature of activity in a fuel cell,
so the lack of water formation demonstrates a defective
area of the fuel cell.

Since fuel cells are not transparent to visible light,
other forms of penetrating radiation (example: x-rays,
neutrons) must be used to analyze their operation.  X-ray
imaging is not suitable because hydrogen is nearly invisible
to the high energy x-rays required to penetrate the metallic
encasement of the fuel cell.  Neutrons, which are neutral
particles, can easily penetrate metals and still be extremely
sensitive to water in quantities less than a microgram.  The
reason for this is best illustrated by a comparison of the
relative scattering cross-sections shown in Fig. 2.  The
large x-ray cross-section of Al compares to a small neutron

A New Neutron Imaging Facility at
BT-6 for the Non-Destructive Analysis

of Working Fuel Cells
cross-section.  Conversely the x-ray cross-section for
hydrogen is small compared to the neutron cross-section.
This makes neutrons ideal for sensing microgram quanti-
ties of water.  An example of neutron imaging fuel cells is
shown in Fig. 3.  In the image the gas distribution system
of a fuel cell shows up as the serpentine tracks.  The

purpose of these channels is to
distribute gas evenly to the membrane
and to act as a drain for water coming
out.  In these images the neutrons
easily penetrate the fuel cell when dry.
As the fuel cell runs, water builds up
and appears as a darker shadow
region of the images on the left.
Computer analysis allows the scatter-
ing from the dry cell to be removed,
revealing only the water formation in
both the flow channels and the gas
diffusion media, as shown in the
colorized images on the right. Large
amounts of water appear as red and
dry regions appear as black.

Although this new facility has
been constructed for the specific

purpose of imaging fuel cells, it has potentially many other
applications in industrial and applied research.  Among
these are imaging of automotive parts to study metal-
casting techniques, oil lubrication in an automotive engine,
and non-destructive analysis of archeological artifacts.

Fig. 1.  The new thermal neutron imaging facility at the NCNR.

Fig. 2.  Neutron and x-ray scattering cross-sections compared.  Note that
neutrons penetrate through Al much better than x rays do, yet are
strongly scattered by hydrogen.

X-ray cross section

Neutron cross section

H D C O Al Si Fe
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Fig. 3.  A fuel cell: gas distribution channels shown disassembled on top.  When assembled, images of
the operating cell were taken every second for 2000 seconds.  The water build-up in both the gas
diffusion media and the flow channels is most clearly visible in the colorized images in which the
underlying dry fuel cell has been computationally removed.

The very different sensitivities to
various elements of x-ray and
neutron scattering illustrated in
Fig. 2 means that the two
techniques could be considered
complimentary methods of non-
destructive analysis.  Because of
this broad range of applications,
this facility was optimized for
beam size, spatial resolution and
neutron flux.  Currently the beam
exiting the collimator traverses
≈ 4 m and bathes the sample over
an 18 cm diameter circle with a
uniform neutron fluence rate of
108 cm-2 sec-1, making it possible
to image large objects (see
Fig. 4.)

Future detector develop-
ment of this method should be
able to extend time resolution to
the 30 ms level and spatial
resolution to the 10 µm level.  In
addition, the methods of coded-
source imaging could allow
3-dimensional imaging of the
membrane and gas diffusion

media.  These developments would be able to provide a
critical tool for fuel cell developers to analyze how small
design changes affect a real fuel cell.

Fig. 4.  Beam size at the sample position.  The large diameter beam
having a uniform fluence rate is important for imaging industrial scale
objects.
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Fig. 1.  A picture of the setup is shown on the right and a schematic plan view is shown on the left.
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A recent high precision measurement
          of the scattering length, b, of

deuterium gas has been performed using
neutron interferometry at the NIST Neutron

Interferometer and Optics Facility [1, 2].  Accurate
measurement of the scattering length is important to

the fundamental nature of how a neutron scatters from
an atom.  This scattering length depends on the nature of

the nuclear potential, and, therefore, the prediction of this
value is an important test for models of the nuclear
potential.  Currently only few nucleon systems can be
accurately modeled, and measurements of scattering
lengths of light nuclei are considered to be the most
interesting.  To date the most accurate methods to measure
the scattering length have been neutron optical methods,
and prior to this work the most accurate determination of
the scattering length of deuterium has been that of gravity
reflectometry.  These neutron optical methods measure the
bound coherent scattering length, b, by accurately deter-
mining the index of refraction, n, given by,

(1)

In Eq. (1), m is the elemental species (important
when correcting for contaminants); b is the local mean
forward coherent scattering length averaged over the two
spin dependent free scattering channels

(2)

where           (for S = total spin = [1/2 or 3/2]) are the free
doublet and quartet scattering lengths; mn is the neutron
mass and md is the deuteron atomic
mass; λ is the neutron deBroglie
wavelength; σ is the total cross
section made up of the scattering and
absorption cross sections; nr is the
real part of the index of refraction;
and N is the atom density of the
material.  For all elements the real part
of n is nearly unity:  the magnitude of
(nr - 1) for typical neutron-nucleus
potentials is approximately 1 × 10-5.
The imaginary part of Eq. (1) ac-
counts for the attenuation of the wave

Measurement of
Deuterium Scattering Length

amplitude due to scattering and absorption. Although such
inelastic processes do not contribute to the interference of
the amplitudes that travel on the two different paths
through the interferometer since they make the path
distinguishable in principle, they appear in the expression
for the forward scattering amplitude as a result of the
optical theorem. The interferometer efficiently filters out
such inelastic processes that occur in the sample and in the
Si interferometer blades.

Neutron interferometry is mainly sensitive to the
real part of the refractive index by measuring the phase
shift of a sample placed on one of two indistinguishable
paths in the silicon neutron interferometer [3].  This phase
shift can be written as

(3)

where Deff stands for the effective thickness of the medium
along the direction of wave propagation.  This phase shift
can be very large; thus the neutron interferometric method
is very sensitive to the index of refraction.  Here we
present the results of a measurement of the phase shift of a
1 cm thick sample of D2 gas.  The experimental setup for
this measurement is shown in Fig. 1.  The phase shift data
converted to scattering length by inverting Eq. (3) are
shown plotted in Fig. 2.  Finally, averaging all values in
Fig. 2 and combining the statistical and systematic uncer-
tainties, we obtain the value for the scattering length
bnd = (6.665 ± 0.004) fm, which is plotted relative to
previous measurements of the scattering length in Fig. 3.
The new world average is then bnd = (6.669 ± 0.003) fm,
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Fig. 2.  All of the phase shift measurements made are shown here.  The
estimated statistical uncertainty per point agrees well with the statistical
scatter of the data.  The sizes of the final statistical and systematic
uncertainties are also shown here for comparison purposes.

Fig. 3.  Shown here are all the values and names of methods used to
measure b for deuterium over the years.  The average is a weighted
average including all of these measurements.

Fig. 4.  The 1σσσσσ (blue) and 2σσσσσ (red) confidence intervals are shown here.
Only two theories fall within 2σσσσσ of this result.
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which is slightly lower than the previous world average of
bnd = (6.673 ± 0.0045) fm.

This measurement has improved on the uncertainty
reported by previous interferometric measurements by
more than a factor of 10, and by nearly a factor of two
over the previous results from gravity reflectometry.  Such
precision measurements of the scattering length are
important for various theories dealing with 3 nucleon
forces (3NF).  Looking back at Eq. (2), the quartet
scattering length, which is a long-range nuclear interaction,
can be calculated accurately from nucleon-nucleon
potentials and is insensitive to 3NF effects that are cur-
rently used to calculate the shorter range doublet scattering
length.  Because the effective range function in the quartet
spin channel is a smooth function of energy, the quartet
scattering can be accurately extracted from an energy
dependent phase shift analysis, so that experimental
measurement of the bound coherent scattering length and
theoretical calculation of the quartet scattering length allow

the doublet scattering length to be extracted and compared
to calculation using 3NF models.  Only one of the scatter-
ing length calculations reported previous to this result falls
within the (± 1)σ confidence band of this measurement
shown in Fig. 4.

Future experiments will be able to lower the com-
bined systematic and statistical uncertainty by as much as
a factor of 5.  This would allow one to measure higher
order effects due to molecular binding in H2 and D2.  Other
elements such as 3He and 3H2 could also be measured with
lower uncertainties than those currently in the open
literature.
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Instrumental neutron activation
         analysis (INAA) held a unique

position in analytical chemistry and trace
element research during the 1960s and 1970s

and has continued to prosper with applications in
environmental sciences, biology, medicine, archaeol-

ogy, criminology, geo- and cosmo-chemistry, and
industry. Its position, nevertheless, has been challenged

by increasingly sensitive and versatile elemental analysis
techniques, such as atomic absorption spectrometry,
inductively coupled plasma emission spectrometry and
mass spectrometry, which today are used widely in
applications that had been a domain for INAA.  However,
INAA techniques still occupy a solid niche in analytical
chemistry because of the nuclear principle of analysis with
its unique advantages, such as the insensitivity to the
chemical form, as well as the ability to completely describe
the analytical process with mathematical equations of well-
determined parameters having known uncertainties.  These
principles form the metrological basis of INAA; this
experimental work explores and demonstrates the seamless
integration of the experimental requirements with the
nuclear physics principles for highest quality in the results.

In its most common form, the comparator technique,
the INAA procedure compares, by means of gamma-ray
spectrometry, the neutron-induced activities in an unknown
sample with the activities induced in a standard with
known composition.  This relationship is shown in the
equation:

where Cx is the analyte amount content in the unknown
sample, with Cz the analyte amount content in the primary
assay standard, mx and mz are the masses of sample and
primary assay standard with a dry mass correction factor
w if applicable.  The decay corrected counting rates for the
indicator gamma-ray of unknown A0x and of standard A0z
are derived from the measurement.  The ratios of isotopic
abundances Rθ for unknown and standard, of neutron
fluences Rφ  (including fluence drop off, self shielding, and
scattering), of effective cross sections Rσ if neutron
spectrum shape differs from unknown to standard, and of
counting efficiencies Rε (differences due to geometry,
γ-ray self shielding, and counting effects), are controllable

Demonstration of the
Metrological Basis of Instrumental

Neutron Activation Analysis
experimental parameters.  The highest accuracy is usually
attained when the measurement conditions are so designed
that the ratio factors R are near unity.  INAA can be carried
out essentially blank free, but possible contributions from
interferences, background, or contamination are consid-
ered with the term B.  The decay corrected gamma-ray
counting rate (A0) for a measured nuclide is calculated
according to A0 = N λ exp(λt1) / [1 - exp(-λ∆)] where N
is the number of counts measured in the indicator gamma-
ray peak, with normalization to the end of irradiation
(t = 0) calculated using λ, the decay constant for the
indicator nuclide, t1, the decay time to start of count, and
∆, the elapsed time of count.

To illustrate the performance of INAA, we selected
the determination of chromium in SRM 1152a Stainless
Steel by direct non-destructive comparison with the pure
metal in the form of crystalline chromium. The experimen-
tal plan was guided by setting a goal of minimizing the
uncertainty in the analytical procedure as much as was
reasonably achievable; in the case of SRM 1152a, this
uncertainty should be comparable or smaller than the
uncertainty of the certified value.  A review of the uncer-
tainty parameters in the determination of amount content
by INAA guided the selection of sample and standards
preparation, irradiation, and counting processes to achieve
the stated goal.

Fig. 1.  Plot of the flux gradients found along the axis of the irradiation
rabbits in three NBSR irradiation channels depicted by INAA of zinc
(RT-4) and nickel (RT-1, RT-5) flux monitor foils, metal amount content
based on a foil in position “0 mm” (100 %).  When the rabbit is flipped
at the irradiation mid point, a nearly linear average flux distribution is
found in the center of the rabbit.
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The neutron fluence distribution over the sample set
was determined as one key component in minimizing
uncertainties. For this work, flux gradients in all three
pneumatic irradiation channels of the NBSR were re-
determined with metal foil flux monitors.  The 0.1 mm
thick, 6 mm diameter foils of Zn or Ni were positioned in
the irradiation rabbit along the axis.  The thin foils provided
an exact axial location for the estimation of the gradients;
radial gradients have been found negligible [1].  Figure 1
illustrates the range of fluence drop-off over the length of
the irradiation capsule.  An INAA determination of the
metal amount in Zn or Ni foils, based on the proximal
“0 position” foil as the standard, gives directly relative flux
values.  The steeper gradients towards the ends of the
rabbit may be explained by some channeling of neutrons
towards the rabbit at the proximal end, and the void of the
flight tube at the distal end.  The observed linear drop-off
in RT-1 and RT-4 between 20 mm and 65 mm provides a
nearly homogeneous neutron field for samples placed in
this space when the capsule is inverted at mid-point of the
irradiation.  This is shown with the data from the flipped
irradiations.  Small deviations from a unity level remain in
the center space and are best assayed with flux monitors
or sample matrix elements (e.g., iron in steels) in each
irradiation set.

Other measures to minimize uncertainty included
careful control of neutron self-shielding and gamma-ray
self-absorption in samples and standards, correction for
remaining small counting geometry differences, and full
accounting of dead time and pile-up losses in the gamma-
ray spectrometer via the virtual pulse technology [2].
Sufficiently large ( > 106) numbers of counts were
acquired for the indicator gamma rays for samples and
standards.  Applying the discussed measures, an arithmetic
mean value of 17.768 % Cr was obtained from eight

determinations.  This compared very well with the certi-
fied value of (17.76 ± 0.04) % Cr. The expanded uncer-
tainty of 0.035 % Cr (0.2 % relative) met the goal of the
experimental work.

The Nuclear Methods Group is using this INAA
comparator method in highly precise and accurate mea-
surements in the comparisons organized by the Consulta-
tive Committee for Amount of Substance (Comité
Consultatif pour la Quantité de Matière, CCQM); Table 1
summarizes the recent contributions.  This work has
provided results in excellent agreement with reported
values and has shown that the principle is applicable to the
determination of all concentration levels: major elements
are determined with similar accuracy as trace elements.
The largest components of uncertainty are related to the
sample material.  In case of the metal analyses, the values
of uncertainty in the fluence ratio Rφ were larger than in
the determinations of SRM 1152a, since the test materials
were in form of rather irregular metal chips.  In the
determinations of the biological materials, the uncertainty in
the moisture correction w was the most significant factor
that contributed to the reported uncertainty.  In all in-
stances, the reported INAA uncertainties were comparable
to or smaller than the other techniques’ uncertainties.

The measurements are subject to some restrictions
that are dependent on the form and composition of the
samples provided.  High-density materials with high
macroscopic neutron absorption cross sections require
corrections for the fluence ratio based on measurements of
uniform dimensions (thickness) of the samples and
knowledge of the complete sample composition.  These
corrections call for careful experimental design and may
limit the applicability of INAA in the analysis of these
materials.  The applications in light matrix (biological)
samples are governed by “unity” ratios with associated
small uncertainties.  In addition, the non-destructive nature
of the INAA procedures offers a true alternative to tech-
niques that require dissolution, a sometimes troublesome
process.  Direct comparison with primary elemental
standards provides desirable traceability of the amount of
substance of an element.
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Table 1.  INAA results achieved in inter-laboratory comparisons
conducted under the auspices of CCQM.

CCQM
number
P-25

P-34

P-11
K-31
K-24
P-29

Matrix

Low Alloy Steel

Aluminum

Oyster Tissue
Oyster Tissue
Rice Flour
Rice Flour

Element

Cr
Mn
Mo
Cr
Mn
Fe
Cu
As
As
Cd
Z n

Unit

%
%
%
%
%
%
%
µg/g
µg/g
nmol/g
nmol/g

Value

0.4863
0.4478
0.9442
0.4097
0.3892
0.3594
0.2063
9.645
8.397
14.30
355.9

Expanded
Uncertainty
0.0031
0.0037
0.0154
0.0025
0.0038
0.0067
0.0049
0.112
0.160
0.33
8.5

Relative
Uncertainty
0.64 %
0.83 %
1.63 %
0.61 %
0.98 %
1.86 %
2.38 %
1.16 %
1.91 %
2.31 %
2.39 %

Mass Fraction
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Fig. 1.  The crystal structure of tetracene.

The multi-billion dollar electronic and
        optical device industry is always

searching for inexpensive and adaptable
materials for use in a wide variety of applications

such as display screens for communications,
entertainment and computers. Semiconducting

organic molecules are currently under intense investiga-
tion in this regard as it is possible to precisely tune their

properties through synthetic modification and to easily
control self-assembly.  However, for the full promise of
organic semiconductors to be realized, a thorough under-
standing of the physical properties that control electronic
charge transport and photonic behavior is required.

Tetracene, an aromatic molecule consisting of
4 fused benzene rings, adopts a layered, herringbone
structure in the solid state (Fig. 1).  When a layer of
tetracene is incorporated as the functional component of a
field effect transistor, the edge-on-face molecular orienta-
tion within the ab-plane of the crystal evidently provides
sufficient π-electron cloud overlap between adjacent
molecules to enable conduction of charge carriers.  Con-
duction measurements have been performed on tetracene
as a function of pressure between ambient and 620 MPa at
room temperature [1].  The results indicate a linear
increase in conductance between ambient pressure up to
≈ 300 MPa and a sharp quenching of conduction as the
pressure is increased above 300 MPa.  In order to ascer-
tain the physical underpinnings of this observation (which
yield insight into the conduction mechanism), neutron
powder diffraction and inelastic neutron scattering mea-
surement techniques have been employed to characterize
the pressure-dependent structural and vibrational behavior
of tetracene up to approximately 360 MPa at 298 K.

Structural and Vibrational
Characterization of Tetracene

as a Function of Pressure
The diffraction data were collected at NCNR’s High

Resolution Neutron Powder Diffractometer at BT-1 using
the Cu(311) monochromator and neutron wavelength of
1.54 Å. The six unit-cell parameters were extracted by
fitting the powder diffraction patterns using the graphical
user interface EXPGUI to the General Structure Analysis
System (GSAS) program assuming the known solid
tetracene structure [2, 3].

These unit cell parameters are shown as a function of
pressure in Fig. 2.  As the pressure is increased, each side
of the unit cell contracts, resulting in a material with a
higher electron density.  It is likely that the increase in
electron density accounts for the observed increase in
conduction in tetracene at pressures up to 300 MPa.
However, apparent from the unit cell angle parameters
alpha and gamma is a modification of the crystalline
structure between 210 MPa and 280 MPa.  The change in
trend of the unit cell angle parameter is likely due to a
strain-induced phase transition that is believed to result in
the relative rotation of adjacent tetracene molecules within
the herringbone layer [4].  It is thought that this structural
modification is of sufficient magnitude to disrupt the
continuous π-electron cloud overlap in the low-pressure
phase of tetracene to the extent that it is no longer able to
conduct charge carriers.

In order to ascertain the role of molecular vibrations
on the conduction behavior of tetracene as a function of
pressure, inelastic neutron scattering (INS) spectra were
collected using the NCNR Filter Analyzer Spectrometer at
BT-4.  The INS spectra at ambient, 218 MPa, and
359 MPa pressures are shown in Fig. 3.  In addition to the
experimental data, a theoretical spectrum was constructed
from the results of an ab initio density functional theory
(for an individual molecule) employing the B3LYP func-
tional and 6-31-G* basis set.  The spectral peaks in the
experimental data at 27, 41, and 47 meV are affected
relatively strongly by the application of pressure (indicated
by their shifts to higher energy), whereas the peaks at 34
and 59 meV are moderately shifted and the peaks at 37, 56
and 68 meV display almost no shift with increasing pressure.

Trajectories defining the atomic displacement of the
tetracene molecule for each calculated vibrational mode
observed in the experimental data are schematically
depicted in Fig. 4.  The vibrational modes of tetracene can
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be divided into two types of motions, occurring either
within or perpendicular to the ab crystal plane.  Compari-
son of the vibrational trajectories with the peak shifts
observed in the INS data indicates that vibrational modes
occurring within the ab crystal plane are affected by the
application of pressure and those perpendicular remain
unaffected.  Because the vibrational modes do not indicate

Fig. 2.  The unit cell parameters of tetracene as a function of pressure at 298 K determined by fitting
the neutron powder diffraction data with EXPGUI and GSAS.

Fig. 3.  Inelastic neutron scattering spectra of tetracene at 298 K at
pressure and the theoretically calculated spectrum of a tetracene
molecule.

Fig. 4.  Schematic representation of the atomic trajectories of the
theoretically calculated vibrational modes of tetracene between 20 meV
and 75 meV.
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a discrete change in behavior upon
transition to the high pressure
structural phase, it appears that the
phase transition does not affect the
dynamic behavior of the molecules
within the resolution and pressure
range of these experiments.

In summary, we have utilized
neutron scattering to investigate the
physical properties of tetracene as a
function of pressure.  The conduc-
tion mechanism appears to be more
strongly dependent on the structural
arrangement of molecules within the
crystal lattice, most likely associated
with changes in π-electron cloud
overlap, than on the vibrational
behavior of the molecules.  Further
studies on a series of molecules will
indicate whether this observation is
generic to all organic semiconduc-
tors or unique to tetracene.
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Fast Dynamics in
Stabilization of Proteins

Fig. 1.  Debye-Waller factors from trehalose glasses with φφφφφglycerol = (+) 0,
(♦♦♦♦♦ ) 0.05, (▼▼▼▼▼) 0.10, (▲▲▲▲▲) 0.15, and (••••• ) 0.20.  Inset: “spring constants” of
low temperature glasses (left axis), and HRP stability lifetimes (right
axis).

Proteins can be effective agents for
        catalysis and biochemical signaling,

but to provide an appreciable shelf life, as
needed in fields like regenerative medicine or

biopharmaceuticals, one must stabilize these
inherently labile species under dry, in-vitro conditions.

Nevertheless, it is anticipated that proteinaceous
pharmaceuticals will account for half of all the new

drugs in the next 10 to 20 years [1].  It is also understood
that tissue scaffolds for regenerative medicine need to
contain stabilized signaling protein or DNA.  Protein
preservation is becoming a critical technology.  However,
according to Robert Langer, Chair of the FDA’s Science
Committee, improving protein stabilization technology is
now one of the greatest challenges in the fields of
biomaterials and pharmaceuticals.

Preservation can be achieved by embedding a protein
in a glassy matrix, typically a polyalcohol or sugar.  Ideally
the stabilized protein is reconstituted under physiological
conditions when its function is required.  Unfortunately
though, there is a loss of activity that increases as a
function of storage time.  Understanding the reasons for
this loss of protein activity is a complex problem.  From a
thermodynamic perspective it is important that the preser-
vation matrix have the ability to “replace” water in terms of
the hydrogen bonding with the hydrophilic shell of the
protein.  However, water replacement alone is not suffi-
cient; not all hydrogen bonding glass-forming compounds

are effective preservation materials.  In the present we
illustrate the importance of dynamics in the glassy matrix
for stabilizing proteins.

Previous studies showed that the stability of horse-
radish peroxidase (HRP) and yeast alcohol dehydrogenase
(YADH) could be significantly improved embedding these
proteins in glassy trehalose diluted with small amounts of
glycerol [2]. Here we use the High Flux Backscattering
Spectrometer (HFBS) and the Fermi-Chopper time-of-
flight Spectrometer (FCS) to illustrate that effective
preservation is achieved through a suppression of picosec-
ond to nanosecond relaxations and/or collective atomic
vibrations. These local motions in the glass couple to the
protein and suppress the necessary precursor motions that
ultimately lead to larger scale motions that occur on the
typical physiological time and length scales.

Fig. 1 shows the hydrogen-weighted average mean
square atomic displacement <u2> for a series of lyophilized
trehalose glasses diluted with increasing amounts of
glycerol.  The Q-dependence of the incoherent elastic
scattering from the HFBS spectrometer is analyzed in
terms of the Debye-Waller factor to extract <u2> from a
simple harmonic oscillator approximation, whereby
Ielastic ∝  exp(-Q2<u2>/3).  As the temperature T increases
there is a decrease in Ielastic and <u2> is simply proportional
to the slope of ln(Ielastic) vs Q2 at any given T.  The
0.85 µeV energy resolution of the HFBS means that only
motions faster than 200 MHz give rise to an increase of
<u2>; slower motions are seen as static.

The signatures of an effective preservation glass are
immediately evident in the T dependence of <u2> in Fig. 1.
Namely, the best protein preservation glass (φglycerol = 0.05)
yields the smallest values of <u2>.  Below 250 K the nearly
linear T dependence of <u2> and the harmonic oscillator
approximate can be used to calculate an effective spring
constant (κ) for the glass. The inset shows a pronounce
peak in κ (left axis) at φglycerol = 0.05. The inset to Fig. 1
also displays the time constant for degradation of HRP
(τdeact) in room-temperature trehalose glasses as a function
of φglycerol.  At φglycerol = 0.05, where the suppression of
<u2> is the greatest, the HRP stability is the greatest, more
than five times better than the undiluted trehalose.  While
we do not show the data, the same effect is observed for
YADH.
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Fig. 2.  Enzyme preservation and dynamics in plasticized trehalose
glasses with φφφφφglycerol (▼▼▼▼▼) 0, (■■■■■ ) 0.05, and (••••• ) 0.10.  Panel (a) shows
1/<u2>, which is proportional to local dynamics (see text).  Panel (b)
shows HRP activity lifetimes, and panel (c) shows YADH activity
lifetimes.  Panel (d) shows apparent activation energies as a function of
glycerol content measured by HRP lifetimes (H), YADH stability (Y), and
1/<u2> (n°).   Error bars represent standard uncertainties of +/- 1
standard deviation.

Fig. 3.  Inelastic scattering response for trehalose at 100 K (FFFFF).  See text
for explanation of crosshatched areas.  Inset, estimate of boson peak to
quasielastic scattering integrated intensities.
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Parameters τdeact (room T) and κ (below 250 K) are
determined from different T regimes.  To better correlate
dynamics and preservation, Fig. 2 parts (a)-(c) shows the
1/T dependencies of 1/<u2>, τdeact for HRP, and τdeact for
YADH over the same T regime.  The motivation for Fig.
2(a) comes from the empirical observation that
log(viscosity) is proportional to 1/<u2> [3].  The data
trends of panels (a)-(c) are summarized in panel (d) in
terms of the apparent activation energies, Ea, defined by
the slopes of the lines.  All three data sets show a maxi-
mum of Ea at φglycerol = 0.05, indicating that suppressing
the 200 GHz and faster dynamics of the glass leads to
enhanced protein stability.

We can gain further insight into the dynamics that
facilitate protein degradation by looking at the relative ratio
of the relaxations reflected in the quasielastic scattering
(QES) to the collective atomic vibrations boson peak
intensities (BP).  Fig. 3 shows a typical S(Q,E) spectrum
for trehalose at 100 K obtained from a FCS measurement.

The minimum in the spectrum at –1.7 meV can be
used, in a model-independent way, to delineate the relative
strength of oscillatory and relaxational dynamics; integrat-
ing the green and blue areas provides a relative comparison
of the BP and QES intensities respectively.  In the inset to

Fig. 3 there is a maximum in the relative ratio of picosec-
ond vibrations to relaxations at φglycerol = 0.05, coincident
with the peaks in κ and protein stability.  The suppression
of relaxations relative to the vibrations in the best preserva-
tion matrix is consistent with the fact that diffusive type
motions ultimately lead to protein deactivation.  These
diffusive motions could be simple like the diffusion of a
reactive gas through the matrix into the protein or complex
like the irreversible unfolding of the protein.

We have shown for the first time that fast
(ω > 200 MHz) dynamics of the host glass are crucial in
stabilizing proteins.  This is consistent with recent light
scattering data that indicates that the protein dynamics
couple to the glassy host, even in very viscous media [4].
When formulating a glassy matrix for preservation, it is
important to tune the high frequency coupling such that the
glass suppresses the protein dynamics.  Previous folklore
implied that high Tg glasses make better preservation
materials. This was based on the notion that deeper in the
glassy state the protein would be more effectively sus-
pended in a vitreous state of animation.  However, a higher
Tg does not necessitate suppressed dynamics at the
relevant pico- to nanosecond time scales, as illustrated
here.  Adding small amounts of glycerol to trehalose
decreases the Tg, but yields a superior preservation matrix.
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Living cell membranes are made of
        phospholipids assembled in two-

dimensional bilayers in such a way that the
hydrophobic chains are being shielded from the

surrounding water as illustrated in Fig. 1. Due to
their extreme softness the phospholipid bilayers

exhibit thermal undulations in an aqueous environment
that give rise to repulsive forces between the cells or

between cells and substrates. These forces govern
important phenomena in the life process such as cell
coagulation and the ability of the cells to sense and react to
their surroundings. Here, we report results on the thermal
undulations of phospholipid bilayers obtained through the
Neutron Spin Echo (NSE) method, the only technique
covering the time scale of these motions, 1 ns to 10 ns
[1, 2].

The thermal undulations of phospholipid bilayers are
strongly dependent on the mechanical properties of the
bilayer such as the bending elasticity. Following earlier
studies by other methods [3, 4] we have studied the
dynamics of a model system, multilamellar vesicles (MLV,
see Fig. 1) in water, as a function of temperature, the
presence of cholesterol, and the presence of salt. Tempera-
ture is expected to influence several properties. Increase in
temperature decreases the solvent viscosity and increases
the thermal undulation amplitudes. The hydrophobic core
of the phospholipid membranes exhibits a sharp phase
transition from the crystalline to the liquid phase at a
certain temperature Tc that depends on the length of the
hydrophobic chains. Above Tc the interior of the phospho-
lipid membrane is much more disordered and is expected

Bio-Membrane Flexibility Studied in
the Presence of Cholesterol and Salt

Fig. 1.  Illustrations of a typical phospholipid (DMPC), a phospholipid
bilayer, a unilamellar vesicle and a multilamellar vesicle.

to be less rigid. Cholesterol, an important constituent of the
living cell, nestles in between the fatty tails, changing the
mechanical properties of the bilayers and hence their
motions. Finally, the presence of sodium chloride as an
electrolyte has a screening effect on electrostatic interac-
tions and may affect the thermal undulations of electro-
statically charged bilayers.

Three MLV samples are prepared for this study.
Sample I (“vesicles”), which serves as a reference, is a
MLV made mainly of 1,2-Dimyristoyl-sn-Glycero-3-
Phosphocholine (DMPC) in deuterated water (D2O) to
provide scattering contrast. The DMPC vesicles were
stabilized through enhanced electrostatic repulsion between
the bilayers by addition of a small amount (0.05 mol to
1 mol DMPC) of 1,2-Dimyristoyl-sn-Glycero-3-[Phospho-
rac-(1-glycerol)]-sodium salt (DMPG), a phospholipid that
is structurally similar to DMPC. In sample II (“vesicles &
chol”) cholesterol was added in the ratio of 0.3 mol
cholesterol to 1 mol of lipids. In sample III (“vesicles &
salt”) 0.05 mol L-1 of NaCl was added. MLV were pre-
pared by extrusion through a filter with a 200 nm pore size
that predetermines their average diameter, as confirmed by
dynamic light scattering.

The NSE technique provides a measurement of the
real component of the intermediate scattering function in
the time domain I(Q,t). Thermal diffusive motions lead to
an exponential time decay of I(Q,t). Therefore we have
fitted our data for each sample at each temperature with
I(Q,t)/I(Q,0) = exp(-DeffQ2t), where the effective diffusion
coefficient Deff is a sum of two parts: Ddef, representing the
diffusive motions associated with the fluctuations within
each vesicle, the thermal undulations; and Dtr, the transla-
tional diffusion coefficient of the vesicles in the solution
[5]. The latter can be neglected because the vesicles
prepared here are quite large, R ≈ 100 nm, and according
to the Stokes-Einstein hydrodynamic equation the corre-
sponding translational diffusion Dtr is less than
2.6 × 10-12 m2 s-1. Samples “vesicles” and “vesicles &
chol.” were studied at temperatures of 20 °C, 35 °C and
45 °C to cover regions below and above Tc of DMPC
which is 24 °C. Sample “vesicles & salt” was measured at
35 °C to study the effect of added electrolyte. Selected
results are shown on Fig. 2 and summarized in Table 1.
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To take into account the effect of the solvent viscos-
ity and temperature we have calculated the ratio Deffη/T and
normalized it to that at 35 °C. All deviations of the normal-
ized parameter Deffη/T from 1 can be attributed solely to
the mechanical properties of the phospholipid bilayer and
are not related to changes in the viscosity of the surround-
ing water.

The analysis of the normalized parameter Deffη/T as a
function of temperature leads to the following conclusions
(see Fig. 3):

•  Scaling the diffusion coefficient Deff that measures
the thermal undulations of DMPC bilayers like Deffη/T
mitigates the effects of temperature and the viscosity of
the surrounding fluid.  Above the bilayer interior crystal/
liquid phase transition the scaled effective diffusion
coefficient for DMPC vesicles remains constant with
temperature.

•  The bilayer liquid to crystalline phase transition
increases the rigidity of DMPC bilayers by a factor of 3 for
vesicles and by a factor of 1.5 for vesicles in presence of
cholesterol.

•  Cholesterol increases the rigidity of the DMPC
bilayers in a bilayer-liquid state by a factor of 2 but has no
effect on the DMPC bilayers in a bilayer-crystalline state.

•  Addition of 0.05 mol L-1 of NaCl reduces the
fluctuations of the DMPC bilayers by a factor of 2. This
effect can be attributed either to the reduced electrostatic
repulsion between the DMPC bilayers or to the effect of
the osmotic pressure that can deflate the MLV.

These results are in good agreement with those
obtained from other methods [3, 4]. They are a direct
confirmation that cholesterol stiffens cell membranes thus
reducing the cell — cell repulsions that originate from
undulation forces. The significant difference in the thermal
undulations below and above the bilayer liquid to crystalline
phase transition temperature shows the importance of
temperature for the proper functioning of the cell mem-

Fig. 2.  Effective diffusion coefficient of DMPC vesicles as a function of
the scattering vector Q. Deff  reflects mainly the thermal undulations of
the phospholipid bilayer.

Table 1.  Effective diffusion coefficient of DMPC vesicles at different
compositions and temperatures.

Fig. 3.  Effective diffusion coefficient of DMPC vesicles, scaled by the
solvent viscosity and temperature, and normalized to that at 35 °C.

Sample t /°C Deff × 1012 ηD2O × 103 Deffη /T
/m2 s-1 /N s m-2

vesicles 20 3.9 ± 0.7 1.25 0.30
vesicles 35 19.4 ± 4.6 0.871 1.00
vesicles 45 22.6 ± 3.9 0.714 0.92
vesicles & chol. 20 3.4 ± 1.1 1.25 0.26
vesicles & chol. 35 9.7 ± 2.6 0.871 0.50
vesicles & chol. 45 10.4 ± 1.2 0.714 0.43
vesicles & salt 35 11.7 ± 1.1 0.871 0.60

branes. Finally, it has been shown that the NSE method
provides a direct means of observing thermal undulation of
biological membranes.
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Dynamics of Glucose Solutions

In a process called cryoprotection,
     simple sugar molecules are produced

in response to desiccation or freezing by a
number of species of plants and animals specifi-

cally adapted to survive extreme cold or drought
[1].  The mechanism of this protective activity has

been much debated, with many theories invoking a
direct or indirect interaction with elements of cells such

as proteins and membrane bilayers.  However, the fact
that a number of these sugars, such as the disaccharides
sucrose and trehalose, have unusually high glass transition
temperatures suggests that dynamical properties may also
play a contributing role in cryoprotection.  For this reason,
information about the dynamics of sugars could be of
considerable interest for understanding cryoprotection.

The technique of quasielastic neutron scattering
(QENS) can probe motions such as molecular diffusion
and rotation on the nanosecond to picosecond timescales,
depending on the spectrometer.  The wave vector and
energy dependences of the QENS signal provide informa-
tion about the geometry of the motions as well as rates of
diffusion.  Glucose is an appropriate subject for these
studies since it is the canonical sugar prototype as well as a
basic monomeric component of sucrose and trehalose.
The present work [2, 3] focuses on the effects of the
solute and solvent molecules through the choice of differ-
ent energy windows and resolutions using the NCNR
backscattering (HFBS) and disk-chopper spectrometer
(DCS) instruments.

Selective H:D isotope substitution is a valuable tool
for sorting out the dynamics of a complex organic system
with QENS.  Since the total bound-atom scattering cross
section for H (81.7 b) is much larger than that of D (7.6 b)
and most other atoms, the measured intensity is dominated
by the scattering from the H atoms.  Moreover the scatter-
ing from H is 98 % incoherent so that the complicating
effects of interference in the scattering between different
atoms can generally be neglected.

Our analysis for both the glucose and water molecule
dynamics follows a model [4] that is based on the assump-
tion that the vibrational, translational and rotational degrees
of freedom are dynamically independent.  In practice, this
assumption results in a scattering function that is the sum
of two Lorentzians, one representing translational and the

Fig. 1.  HFBS QENS spectra and fits (black line) of glucose/D2O
solutions at 280 K varying sugar to water ratios at Q = 0.99 Å-1.  The
energy resolution at elastic scattering is 1.01 µµµµµeV. The narrow
Lorentzian corresponding to glucose translational motion (blue line) and
the broad glucose rotational Lorentzian (red line) are also shown.

other rotational motion. The latter gives rise to a peak too
broad to be accurately fit in the energy windows measured
in this experiment.  In the incoherent approximation the
rapid jump diffusion model for the translational Lorentzian
has a full width at half maximum (FWHM) given by:
2Γt = 2hDQ2/(1 + Dτ0Q2), where D is the diffusion
constant and τ0 is the period between jumps. The two
Lorentzians were convolved with an instrumental resolu-
tion function to fit the measured spectra.

Since the dynamics of water molecules have been
found to be generally much faster than those of sugar
molecules, the motion of the two can be separated effec-
tively through the judicious choice of energy window and
energy resolution of the instrument.  To explore the
dynamics of the glucose molecules, the sugar, in which the
exchangeable hydrogen atoms had been pre-deuterated,
was dissolved in D2O and studied on HFBS with an energy
window of ±36 µeV.  Even though the coherent scattering
cross section of water is comparable to the incoherent
cross section of glucose, the faster dynamics of the water
results in a broad contribution to the observed signal that
does not contribute to the translational motion lineshape.

Three aqueous glucose solutions were studied at
280 K with glucose to water ratios of 1:11, 1:20, and 1:55.
Two Lorentzians were used to fit the spectra (Fig. 1),
although the rotation component was generally too broad
to be accurately fit in the given energy window.  The
effect of concentration on the glucose translational motion
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Fig. 2.  HFBS data probing glucose motion. The FWHM of the narrower
Lorentzian versus Q 2 for the three hydrogenated glucose solutions: 1:11
(closed circle), 1:20 (closed square), and 1:55 (closed diamond) at 280 K. Fig. 3.  FWHM of the narrower Lorentzian corresponding to water

translational motion fitted to the QENS spectra for the various glucose
solutions at 280 K derived from DCS data at 110 µµµµµeV energy resolution
at elastic scattering.  See the text for sample descriptions.

Both the glucose and water have similar degrees of
change in the translational diffusion constants, reflecting
the effect of hydrogen bonding on dynamics. Interaction
with glucose thus disrupts the organization of the water
molecules, as the retarding effect is observed for glucose
to water ratio as low as 1:55. These results hint at the role
that sugar may play in cryopreservation:  in dry environ-
ments the binding of waters by sugar may prevent local
dessication, while in cold environments the sugar disrup-
tion of the water network may prevent local destruction by
favoring glass rather than ice formation.
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is evident.  The narrow Lorentzian reduces in width with
increasing glucose concentration as the diffusive motion
slows.  The FWHM for the two highest concentrations
was found to follow the random jump diffusion model
(Fig. 2) while the lowest concentration manifested the
characteristics of continuous diffusion: Γr = hDQ2.  As the
concentration of the glucose increases, the diffusion rates
decrease by almost a factor of 6 from 25.1 ± 0.2  x 10-7

cm2/s for the 1:55 ratio solution to 4.5 ± 0.1 x10-7 cm2/s
for the 1:11 solution.

The larger energy window and energy resolution
(δE = 110 µeV) available on DCS permitted the examina-
tion of the water dynamics in aqueous glucose solution to
the exclusion of the glucose dynamics.  The slower
dynamics of the glucose as observed on HFBS results in
the signal primarily contributing to an elastic peak on DCS.
To further minimize the incoherent contribution from the
glucose, the unexchangeable hydrogen atoms on the
molecule were replaced by deuterium atoms.  Again three
different aqueous glucose solutions were studied with the
same ratios as on HFBS.  In addition to the fully deuterated
glucose, glucose deuterated only at the C6 carbon atom
(d66glu) and deuterated glucose with a methoxy group at
the C2 carbon atom (mglu) were studied at the various
concentrations.  The full width at half maximum of the
narrow Lorentzian from the fit, corresponding to the transla-
tional motion of the water molecules, had a Q2 dependence
typical of the random jump diffusion model (Fig. 3).

The diffusion rate dropped by a factor of 7 from
1.08 ± 0.02 x10-5 cm2/s for the 1:55 solution to
0.16 ± 0.01 x10-5 cm2/s for the 1:11 solution.  A significant
difference in diffusion constant was not observed for
solutions that had glucose with deuterium substitutions,
further justifying the static approximation for glucose
motion on DCS.
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ATP-Induced Shape Change in a
Model Protein Complexed in Chaperonins

The role of molecular chaperones in
         mediating and controlling intracellu-

lar, as well as in vitro protein folding, has broad
implications for biotechnology.  There is now

considerable insight into the possible mechanisms
whereby chaperone proteins recognize, stabilize, and

release unfolded polypeptide chains in a manner
whereby they are able to productively refold.  However,

there are a number of important, fundamental gaps in the
understanding of chaperone action, which remain to be
resolved.  Among the growing list of chaperone families
are the chaperonins GroEL (EL) and GroES (ES), which
have been intensively studied.  Knowledge of how
misfolded protein substrates physically interact with EL
should provide vital clues necessary to unravel the process
by which EL mediates their proper folding.  The ultimate
goal is to determine the mechanism by which EL trans-
forms its substrate proteins and then releases them in a
form able to refold to their native conformation.

One of the key issues in establishing a molecular
mechanism for EL is to describe in structural terms the
conformations of polypeptide substrates when bound to
various chaperonin complexes.  For example, does a non-
native polypeptide substrate unfold further upon binding to
EL?  On the other hand, when a chain is released from EL
in the presence of the co-chaperonin ES, does it adopt a
more folded, or less folded conformation?  These ques-
tions are difficult to resolve with naturally occurring
proteins since they refold so readily when released from
chaperonin complexes.  One approach to address these
issues, however, is to utilize a family of mutationally altered
protein substrates that are unable to adopt their native
conformation.  The nonnative subtilisin variant, PJ9 (p),
which is unable to refold when released, is one such
system that is readily available [1].

Single-ring EL mutants have been shown to assist in
the refolding of nonnative polypeptide chains [2, 3] and
they form unusually stable complexes with ES upon the
addition of nucleotides.  Capitalizing on these properties, a
single-ring EL variant (sEL) was used to trap p within EL
by ES upon the addition of the nucleotides adenosine di- or
tri-phosphate (ADP or ATP).  Small angle neutron scatter-
ing (SANS) experiments were then performed to examine
the structure of sEL/ES/p complexes and investigate

changes in p conformation in the presence of both nucle-
otides.

p was 86 % deuterated (dp) so that it contrasted
sufficiently with the chaperonin, allowing the contrast
variation technique to be used to separate the scattering
from the two components bound in the complex.  The sEL
mutant assured that dp and ES were each bound in a 1:1
stoichiometry with the sEL, providing an advantage over
previous SANS experiments [4] which included mixed
stoichiometries of EL and ES.

Unlike ATP, ADP does not cause dissociation of dp
from EL.  If dp is no longer covalently bonded to EL,
would its location in the EL/ES complex change?  To
answer this question, two contrast variation series of
measurements, one with ADP and the other with ATP
present, were performed on the sEL/ES/dp complex [5].
Measurements were made in five D2O buffers in each
case, as shown in Fig. 1.  The extensive I(Q) data sets in
Fig. 1 allow the separation of the scattering intensities from
each of the components in the complex and also the cross-
term intensity.  Modeling is then used to try to reproduce
these measured intensities.

Using this method, the location and approximate
shape of dp in the sEL/ES/dp + ADP complex was deter-
mined as modeled in Fig. 2.  The significant result is that
the dp component has an asymmetric shape: part of the
polypeptide must extend beyond the cavity inside the sEL
ring up into the space surrounded by ES.  The best fit to
the data from both complexes (i.e., with ADP or ATP) was

Fig. 1.  Contrast variation data from sEL/ES/dp complexes a) + ADP and
b) + ATP in 100 % ( ), 85 % ( ), 70 % (+), 20 % (O) and 0 % ( ) D2O
solutions.  The data in 20 % and 0 % D2O solution are shifted by the
factor 0.1, as indicated, for clarity.
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achieved using one ring of the EL/ES solution structure of
Ref. 6 for the sEL/ES component of the complex, one ring
of the x-ray structure for EL of Ref. 7 for the free sEL,
and the x-ray structure for free ES of Ref. 8 in a ratio of
75:21:4 by mass.

The significant difference in the sEL/ES/dp complex
formed from ATP is that the shape of the bound dp
molecule changes from an asymmetric shape such as that
shown in Fig. 2 to a more symmetric shape.  Figure 3
shows the distance distribution functions obtained by
Fourier inversion of the I(Q) for bound dp in both the sEL/
ES/dp + ADP and sEL/ES/dp + ATP complexes.  The most
probable distance increases from approximately 22 Å to
30 Å, with a similar increase in the radius of gyration, Rg,
from 19.0 ± 0.5 Å to 21.0 ± 0.5 Å.

The shape of dp in the presence of ATP is clearly
more symmetric, as indicated by the greater symmetry of
the distance distribution function.  This suggests that dp is
transformed into a more expanded form in the ATP com-
plex.  However, the symmetry of this curve cannot be used
to unambiguously assign a shape to dp in the ATP complex.
Because the sEL/ES/dp complex dissociates in solution,
which contains about 21 % of sEL/dp complex, it is
possible that the distance distribution curve represents a
composite of data from dp bound to sEL alone and to the
sEL/ES complex formed from ATP.  For the same reason,
it is unclear from the data whether dp is still located
partially in the sEL cavity.  However, what is clear is that
there has been a transformation in the shape of dp associ-
ated with the complex formed from ATP.  The dp shape
change was significant enough to be detected as a change

in the shape of the scattering from this component, in spite
of the fact that dissociation is likely to be present in the
sample.  A conformational change of dp either was not
supported by the complex formed from ADP or was
insufficient to generate a lasting change in shape in that
case, and dp instead relaxed back to a form close to its
original conformation.  This important observation reflects
the relative ability of ATP to promote refolding of protein
substrates relative to ADP.
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Fig. 2.  Side view of a model for the sEL/ES/dp + ADP complex
constructed from SANS contrast variation and crystallography data.
The sEL/ES complex is represented by the red ribbon structure and the
dp is represented by the blue spheres.

Fig. 3.  Normalized distance distribution functions for dp bound to
sEL/ES complexes + ADP ( ) and + ATP ( ).
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Biomimetic membranes have been
         developed as models of living cell

membranes, and this has applications in the
quest for biocompatibility of inorganic materials in

biologically active mediums, such as coatings for
artificial organs.  A membrane consists of a lipid

bilayer (two lipid layers) where hydrophobic carbon
chains form the inside of the membrane and their polar

head groups the interface with the aqueous surrounding
medium.  A supported membrane-mimic consists of a lipid-
like bilayer, typically attached to a single-crystal substrate,
with access to water only at the top surface [1, 2].  Here
we use neutron reflectometry to study a system in which
water has access to both sides of a membrane-mimic
attached to such a substrate, thus making the system a
closer mimic to a real cell membrane.

The system devised by Liu et al. [3] consists of a
water-swellable polyelectrolyte that electrostatically binds
to the substrate and acts as a “cushion” for the membrane,
not unlike the cytoskeletal support found in actual mamma-
lian cell membranes.  The lower half of the membrane-
mimic is a terpolymer that attaches to the polyelectrolyte.
A phospholipid layer forms on top of the terpolymer and
the bilayer is finally chemically crosslinked for added
stability.  The system is shown schematically in Fig. 1.

Neutron reflectivity measurements were performed at
the NG-1 vertical stage reflectometer to obtain the compo-
sitional profile at every step of the assembling process of
the membrane-mimic which consisted of three stages: a)
polyelectrolyte multilayer (PE), b) polyelectrolyte multilayer

Phase Sensitive Neutron Reflectometry
on a Water-Cushioned Biomembrane-Mimic

Fig. 1.  Schematic diagram of a biomimetic membrane.  The
phospholipid layer at the top combines with the terpolymer layer to form
a membrane-mimic that in turn resides on the water (blue dots)
permeable “cushion” polyelectrolyte multilayer.  The latter attaches
electrostatically to the Au-capped substrate.

plus terpolymer (PE+TER), and c) polyelectrolyte multi-
layer plus terpolymer plus phospholipid layer
(PE+TER+PC) [4]. The spatial resolution attained was
approximately 10 Å, about half the thickness of a mem-
brane bilayer, making it possible to distinguish the two
layers of a membrane but not the structure of a single
layer.

A unique compositional profile of the biomimetic film
with no a priori knowledge of the sample’s composition is
obtained by measuring the reflectivity of equivalent
samples made onto two substrates [5]. The substrates
used were single crystal silicon (Si) and sapphire (Al2O3)
coated with chromium (Cr) and then a gold (Au) layer to
allow the polyelectrolytes to bind to a similar surface on
both wafers.

Figure 2 shows the compositional profiles for the PE,
PE+TER and PE+TER+PC assemblies in a D2O atmo-
sphere at 92 % relative humidity.  The figure shows that
the hydration of the PE layer is almost unaffected by the
addition of the terpolymer and the phospholipid layer. Also,
upon the addition of the phospholipid layer to the PE+TER
assembly, the composite PE+TER+PC assembly shows an
increase in thickness of approximately 30 Å, consistent
with the formation of a single phospholipid layer at the
surface. It is also clear that the addition of a phospholipid
layer onto the terpolymer layer rearranges this region

Fig. 2.  Compositional profile of biomimetic membrane in a D2O
atmosphere at 92 % relative humidity at various stages of assembly on
Au-capped substrate: only polyelectrolyte (PE), polyelectrolyte and
terpolymer (PE+TER), polyelectrolyte, terpolymer and phospholipid
(PE+TER+PC).  The compositional profile is given by the scattering
length density, SLD, profile when using neutrons.
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Fig. 3.   Scattering length density profiles (top) and water fraction
(bottom) for PE+TER+PC under indicated conditions.

significantly, since the terpolymer layer only becomes
apparent after the phospholipid layer is added. It is possible
to verify with an independent technique (contact angle)
that the terpolymer was in fact deposited because it forms
a hydrophobic outer layer. The outer surface becomes
hydrophilic once the phospholipid layer is deposited onto
the terpolymer layer.

Figure 3 (top) shows the profile for the PE+TER+PC
assembly under 92 % relative humidity in 100 % D2O and
in 50/50 D2O/H2O. The overall thickness change due to the
intake of water, in going from dry (not shown) to 92 %
relative humidity, was found to be 20 Å. Figure 3 (bottom)
shows the water fraction in the assembly under 92 %
relative humidity. This is obtained by assuming that the
distribution of each component in the layers is unaffected
by having either D2O or 50/50 D2O/H2O. From the figure it
can be seen that the polyelectrolyte multilayer has a 40 %
water uptake. This is a significant amount of water, which
suggests that the polyelectrolyte multilayer can work as a
“cushion” for membrane-mimetic systems. The terpolymer
and the phospholipid layers contain an average of 10 %
water, which is also significant, suggesting that these
layers are not tightly packed.

The method of making equivalent samples on two
substrates to obtain a unique compositional profile has a
built-in congruency test, particularly useful in checking the
reproducibility of the samples as well as the quality of the
films.  The test is to compare the calculated imaginary part
of the complex reflectivity from the obtained profile with
the corresponding data, as is shown in Fig. 4 for the
PE+TER and PE+TER+PC assemblies. From Fig. 4 it is
concluded that the PE+TER samples are homogenous and
essentially identical while for the PE+TER+PC assembly, the

Fig. 4.  Imaginary part of the complex reflectivity, Im r (Q), data
(symbols) and calculated curves (lines) obtained from the SLD profiles
for the PE+TER and the PE+TER+PC assemblies shown in Fig. 2.

absence of true zeros, as indicated by the calculated curve, is
suggestive of a small degree of sample inhomogeneity.

The system from Liu et al. has many characteristics
desirable in a biomimetic membrane. It is a single mem-
brane-mimic attached to a significantly hydrated soft
“cushion” support that allows some membrane proteins to
function. Thrombomodulin, a membrane protein relevant to
blood-clotting, is being studied in this membrane-mimic
environment to further develop biocompatible coatings for
artificial organs [6].
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We have been engaged in an inter-
               disciplinary materials research

effort to develop new classes of biomaterials
that are constructed via designed molecular self-

assembly [1]. These materials use specific polypep-
tides that are designed a priori to self-assemble into

targeted nano- and microscopic structures.  Using
amino acids as the fundamental material building blocks,

one can potentially engineer materials having targeted
biological functions such as in vivo therapeutic delivery or
tissue scaffolding. Materials can be designed whose
morphology is responsive to specific environmental cues.
The ability to actively manipulate material morphology can
lead to “smart” materials whose structure and consequent
biological function is responsive to environmental cues.
Predictable control of material morphology would be a
significant advance in the development of functional
biomaterials because it would provide active control of
biological properties that are dependent on an aggregate’s
shape or size.  An example of molecular design for a
specific application would be in the delivery of drugs and
genes, where the shape of the delivery assembly favors
selective interactions with different biological surfaces,
e.g., an active gating mechanism induced by a predicted
external stimulus.

Polypeptides, composed of amino acids each of
which imparts a unique structural and/or functional
characteristic to the polymer molecule, provide an im-

Biomaterials Constructed
Via Designed Molecular Self-Assembly

mense molecular toolbox from which one can construct
functional materials via self-assembly.  The primary tools
exploited are the conformational propensities of individual
amino acid residues to adopt desired secondary structures
or shapes and the tendency of the appropriately designed
secondary elements to self-associate (Fig. 1).  It is now
possible to design peptides that will fold into stable second-
ary structures such as α-helices (rod-like polymers that
typically form nematic liquid crystals in solution and pack
as hexagonal arrays of rods in the solid-state) and β-sheets
(crystalline arrays of extended chains, mainly stabilized by
H-bonding).  It is also possible to design polypeptides that,
in addition to intramolecular folding, undergo self-assembly
to construct higher order structures.

Currently we are studying the self-assembly behavior
of both charged and neutral amphiphilic di- and tri-block
copolypeptides.  Unlike membrane-forming lipids and
surfactants, the neutral copolypeptides form robust bilayer
membranes in aqueous solutions over a wide range of
molecular weights and molar ratios.  This has been
observed in amphiphilic, nonionic, completely α-helical
peptide block polypeptides at all of the molecular weights
(20k g/mol to 60k g/mol) and molar ratios (ranging from
90/10 hydrophilic/hydrophobic to 60/40) studied.  Diblocks
of poly-L-lysine (K), with short ethylene glycol side chains

Fig. 1.  a) Schematic of peptide monomers chemically bonded to form
diblock, triblock and random copolymers; b) Amphiphilic
copolypeptides self-assembled in micelles; c) Copolypeptides physically
linked to form a hydrogel; and d) typical copolypeptide chain
architectures [4].

Fig. 2.  SANS from amphiphilic diblock copolypeptides showing the
change from threadlike morphology (I (q) ~ q -1) when the hydrophobic
block is an ααααα-helix (lower curve), to sheetlike morphology (I (q) ~ q -2)
when the hydrophobic block is more like an extended βββββ-sheet (upper
two curves).

PL10 0.5 wt% in D2O
P-L/V40 0.5 wt% in D2O
PV10 0.5 wt% in D2O

.001 .01 .1

-2

-1

103

102

10

1

10-1

10-2

10-3

10-4

In
te

ns
ity

q (Å-1)



Soft Condensed Matter

K-LV SANS

a) c)
102

10

1

10-1

10-2

10-3

10-4

10-3 10-2 10-1 1
q (Å-1)

I (
cm

-1
)

I(q) ~ As/q
4

-3.9

-2.2 1.0 mass %

0.4 mass %

q (Å-1)
10-5 10-4 10-3 10-2

1010

109

108

107

106

105

104

103
I(q

) c
m

-1

b)q*

-1

-2

5.0

2.0

1.0

0.5

27

D. J. Pochan, J. P. Schneider, L. Pakstis, B. Ozbas
University of Delaware, Newark, DE

A. P. Nowak and T. J. Deming
University of California at Santa Barbara
Santa Barbara, CA

(PEGLys) (P) as a nonionic block, joined with hydrophobic
polyleucine (L) form fluid bilayers and also spontaneously
form vesicles. On the other hand, PLP triblocks form
extremely rigid, high aspect ratio membranes. Rigid
membranes preclude use in therapeutic delivery assemblies
but provide intriguing possibilities for synthetic biomaterial
scaffolding in more concentrated suspensions.

A SANS study of secondary structure effects shows
a large transition in the assembled structure induced by
changing the minority hydrophobic block from an α-helix,
polyleucine (L), to an extended β-sheet former, polyvaline
(V).   For the V-rich case the amphiphiles assemble into
thread-like micelles with a large interfacial curvature
between blocks. This is reflected in the blue curve of
Fig. 2 with I(q) ~ q-1. For the L-rich cases (green and red
curves of Fig. 2) flat lamellar geometry in the membranes
and vesicles is favored, with I(q) ~ q-2.  The result indi-
cates that the interfacial area of the respective blocks (large
for the leucine α-helix, small for the extended valine
β-sheet) plays an important role in the interfacial curvature
and the resultant structure formed, similar to what is
observed in lipid self-assembly.

In addition to the bilayer/membrane forming nonionic
polypeptides, hydrogel formation of charged, amphiphilic
block polypeptides is observed.  By removing the PEG side
chain from poly-L-lysine, one obtains a polycationic lysine
block at neutral pH.  Block polypeptides of lysine and
leucine form strong hydrogels at low molecular weights
(20k g/mole) and concentrations (< 0.006 mass fraction),
both an order of magnitude lower than observed in tradi-
tional polymeric hydrogel formation. The structural
characterization of these unique gels is crucial to uncover-
ing their gelation mechanism and in the design of new gel

Fig. 3.  a) SANS from hydrogels of diblock copolypeptides showing a diffraction peak
corresponding to a regular repeat spacing in the self-assembled gel matrix; b) Cryo-TEM
image of the .01 mass fraction hydrogel (the scale bar is 200 nm); c) USANS data showing
the large drop in scattered intensity when the concentration of peptide falls below the
gelation threshold (≈≈≈≈≈ 0.5 mass %).

formers with the added control/environmental
responsiveness discussed above.  Gelation
occurs with a variety of hydrophobic block
secondary structures but with varying degrees
of strength [2]. Both SANS and USANS
measurements at the NCNR have been
indispensible for probing the global nano- and
microstructure of these porous hydrogel
materials.

In some cases, the self-assembled gels
exhibit a characteristic spacing in the underly-
ing scaffold.  An example of this is observed in
Fig. 3 where the correlation peak shifts to
lower q with decreasing concentration,
indicating that the regular structure persists
even as the characteristic spacing increases

[3]. On the microscale, the hydrogels exhibit clear smooth
surface scattering with I(q) ~ q-4 as determined by USANS
(Fig. 3c).  When the peptide concentration drops below the
gelation threshold (≈ 0.005 mass fraction) the material
becomes a viscous liquid, and the USANS scattering drops
significantly in slope indicating the loss of well-defined
microstructure in the materials [3].

We have also investigated the dynamics of the
gelation process [1].  In a rheometer, the gel structure was
disrupted by large amplitude oscillations, but recovered
90 % of full strength within seconds of cessation of shear.
The low mass fraction of material in the polypeptide
hydrogels, combined with their recovery properties and
microporous structure, allows them to fill an advantageous
and unique niche between conventional polymer and
surfactant hydrogels.  Their peptide backbone also imparts
to these materials some of the advantageous features of
proteins (such as degradability and functionality), which
makes them attractive for biomedical applications.
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The key step in assembling colloidal
            particles into useful structures for

applications as coatings, viscosity modifiers,
and gels, for example, lies in fine-tuning particle

interactions to produce the desired microstructure.
The distinct advantage of adding non-adsorbing

polymer to a colloidal suspension (particles of radius R)
lies in the ability to control the microstructure of the

resulting dispersion with two independent variables — the
molecular weight of the added polymer (radius of gyration
Rg) which controls the range of particle interactions and
the concentration of added polymer (cp) which controls the
strength of particle interactions.  Recent studies [1, 2] have
shown that a wide range of phase behavior can be ob-
served in colloidal dispersions depending on the values of
Rg/R and cp/cp

* (cp
* is the polymer overlap concentration).

For Rg/R < 0.1, the suspensions gel as more polymer is
added to the system.  For 0.1 < Rg/R < 0.3, the colloids
crystallize and for higher size ratios (Rg/R > 0.3) a liquid-
liquid phase separation is thermodynamically favored.
Standard theories in literature fail to predict the observed
trends in phase behavior and we have recently shown that
the only model that can qualitatively predict the observed
experiments is the polymer reference interaction site model
(PRISM) integral equation theory for colloid-polymer
mixtures [1, 2].

In this work we report on Small Angle Neutron
Scattering (SANS) and Ultra Small Angle X-Ray Scattering
(USAXS) studies of the structures of model colloid-
polymer suspensions over a wide range of Rg/R and cp/cp

*.
Our aim in measuring the structure is twofold: to provide a
test of different models especially PRISM for predicting
the thermodynamics and structure of colloid-polymer
mixtures; and to relate the observed microstructure to
macroscopic flow properties (shear modulus, viscosity)
especially under conditions where the suspensions gel.

The system used in this work consists of 100 nm
diameter silica particles coated with octadecanol (1 nm to
2 nm hairs) and suspended in decalin.  The particles in the
absence of added polymer behave as hard spheres (no
interactions except volume exclusion).  The polymer used
is polystyrene of different molecular weights to provide the
appropriate Rg/R.  Figures 1 and 2 are plots of the mea-

Scattering Studies of the Structure
of Colloid-Polymer Suspensions and Gels

sured intensities and the calculated structure factors at an
Rg/R of 0.06 and different values of cp/cp

*.  The solid lines
are comparisons with structure factors from PRISM
theory for colloid-polymer mixtures.  Agreement with
theory and experiment is excellent for samples in the
single- phase fluid region thus establishing the fact that
PRISM accurately predicts the thermodynamics and
structure of these suspensions in the q region of interest.

At a colloid volume fraction of 0.4 and Rg/R of 0.06,
the suspensions gel at a cp/cp

* of 0.095.  Shown in Fig. 2 is
the measured structure factor in the gel phase at a cp/cp

* of
0.1.  When particles become frozen in the gel state, they
fall out of equilibrium and comparisons with theory worsen
as is evident from Fig. 2.  Another interesting characteristic
about these gels is the high upturns in intensity at low
angles.  Fractal analysis gives an unphysical dimension of
3.4 that led us to propose a model of clusters of particles

Fig. 1.  Normalized scattering intensities I (q) as a function of q (Å-1) for
samples with varying amounts of polymer quantified by the
dimensionless polymer concentration cp /cp*.  The colloid volume
fraction is fixed at φφφφφ = 0.40 ± 0.01, and Rg /R = 0.053.  Data is shown for:
cp /cp* = 0 (hard spheres, crosses), 0.08 (equilibrium fluid, squares), and
0.1 (Gel, triangles). Experimental data (diamonds) for the form factor
(single particle scattering) is also shown.  As more polymer is added to
the system, intensities at low angles increase indicating the presence of
clusters/aggregates and an increased compressibility.
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with randomly distributed voids throughout the gel sample
(Debye-Bueche analysis).  The cluster size in these
samples is ≈ 5 to 8 particle diameters as calculated from
the scattering curves.  This finding has an important
consequence when trying to predict the flow properties of
these suspensions especially the elastic modulus as clusters
reduce the ability to store energy compared to an open
network of particles.  More detailed discussions about the
structure and its links to rheology can be found in refer-
ences [3–5].

The above scattering experiments performed at the
NCNR and at Argonne National Laboratory were the first
systematic studies of the structure of a model colloid-
polymer suspension.  These experiments helped us validate
the use of PRISM theory for colloid-polymer mixtures.
We now have a predictive capability for the variety of
interesting phenomena, such as phase transitions between
qualitatively different glassy states and reentrant melting of
colloidal crystals, observed in these colloid-polymer
mixtures.
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Fig. 2.  Structure factor S (q) as a function of the dimensionless
wavevector qD (diameter D = 100 nm) for samples: cp /cp* = 0.0 (hard
spheres, crosses), 0.08 (equilibrium fluid, squares), and 0.10 (Gel,
triangles), for the same φφφφφ and Rg /R as Fig. 1. Each subsequent data set is
offset by 1 for clarity. Dotted lines show relevant baselines signifying
S (q) = 0 for each data set. Solid lines are the zero-adjustable parameter
PRISM-mPY theory predictions.  The structure factor which depicts the
packing of particles with respect to each other in solution is calculated
from the data of Fig. 1 by dividing the intensities of the respective
suspensions by that of the form factor and then multiplying by the ratio
of the volume fractions (φφφφφFormFactor /φφφφφSample = 0.02/0.4) [3, 4].  The
location of the first peak (q*) in the structure factor shifts to higher q’s
as more polymer is added to the system indicating that the particles are
getting closer to each other on an average.  When the suspension gels,
the particles are frozen in space and q* is constant with added polymer
as one traverses deeper into the gel [3, 4].  The increased S (0) for the gel
sample is indicative of increased compressibility in the system due to
clustering of particles (cluster size ≈≈≈≈≈ 5–8 particle diameters).  The
structure of the gels based on the calculated S (q) is hypothesized to
consist of clusters of particles with randomly distributes voids which
gives rise to the steep upturns in S (q) at low q [3, 4].
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Spinons, Solitons, and
Breathers in Spin-1/2 Chains

Fig. 1.  Qualitative illustration of spinons in a spin-1/2 chain. (a) Shows
a spin-flip excitation in an otherwise ordered segment of a spin chain. In
the subsequent two frames the spin-flip is spatially separated into
domain wall boundaries illustrating spinons that each carry half a spin
flip. Separation of the walls costs no energy. (d) shows the situation
when a staggered field (small black arrows) breaks the symmetry
between even and odd sites of the lattice. Spinons now attract each
other (separation costs energy) and can be expected to form bound
states. Note that in a real spin-1/2 chain spinons are dynamic quantum
degrees of freedom with a finite spatial extent.

energies for spinon pairs that can carry the linear momen-
tum delivered by the neutron.

Spinons also lead to remarkable properties in a non-
zero magnetic field.  While a classical antiferromagnet
develops magnetization through uniform canting of
otherwise antiferromagnetic spins, the magnetization of a
spin-1/2 chain is carried by a finite density of spinon like
defects. The average distance between these magnetized
defects defines a characteristic field dependent length scale
which is manifest in the neutron scattering data as a q-shift
in the longitudinal part of the zero field sinusoidal ridge of
scattering. The result is a set of overlapping gapless
continua. Predicted more than 20 years ago, the effect
found its first experimental realization this year at the
NCNR [2]. The data shown in Fig 2(b) were acquired
under the same conditions as Fig. 2(a) though with the
spin chain in a magnetized state induced by an external
field. There is no complete theory for these data but it was
recently shown that much of the spectral weight can be
associated with the two-particle continuum of the high
field version of spinons called psinons [4]. Comparison of
the data in Fig. 2(b) to this theory however reveals that
there is spectral weight close to q = π that cannot be
accounted for by psinons [2]. Theoretical work is now

Fig. 2.  False color image of SPINS neutron scattering data [2] from
Cu(C4H4N2)(NO3)2 (CuPzN) in zero and high field. Spin-1/2 copper atoms
shown in red form uniform chains. The experiment provides evidence
for a two-particle continuum from spin-1/2 particles with a field
dependent chemical potential. The solid lines show boundaries for
various types of continua determined through Bethe Ansatz and exact
diagonalization.

(a) 

(b) 

(c) 

(d) 

No matter how strong the nearest
          neighbor antiferromagnetic

interactions, quantum fluctuations prevent
static long-range order within an infinite line of

spin-1/2 quantum moments. What at first blush
appears to be the simplest possible antiferromagnet,

thus turns out to be a unique correlated spin liquid [1].
The structures of two materials with this extraordinary

brand of dynamic magnetism are illustrated above Figs. 2
and 3. Figs. 2(a) and 3(a) show zero field inelastic neutron
scattering data from these materials as a function of energy
transfer, hω, and wave vector transfer, q. For conventional
magnets such data feature a sharp sinusoidal ridge through
the q-ω plane, which is evidence for coherent spin wave
excitations. While a ridge is also visible in the present data,
its energy width greatly exceeds the experimental resolu-
tion. The implication is that neutrons cannot create coher-
ent excitations in spin-1/2 chains.  This is a surprise given
that mobile domain walls called spinons are known to be
well-defined excited states carrying heat and momentum
over macroscopic distances. The paradox is resolved by
recognizing that a spinon is actually just half of a spin flip
(see Fig. 1 (a)-(c)). Two spinons are needed to scatter a
neutron, and the broadened spectrum reflects the range of
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Fig. 3.  False color image of DCS neutron scattering data [3] from
CuCl2 · 2(dimethylsulfoxide) (CDC) in zero field and in a field of 11 Tesla.
Spin-1/2 copper atoms shown in red form spin chains with alternating
orientation of the coordinating environment, causing an effective
staggered field in registry with the lattice in conjunction with the
uniform field. The staggered field causes formation of soliton and
breathers from spinons as evidenced by resolution limited modes with a
finite energy gap.

under way to determine the nature of the corresponding
excitations.

Static long-range order in the antiferromagnetic spin
chain implies breaking the symmetry between odd and
even sites of the lattice. As noted above, this does not
occur spontaneously in a spin-1/2 chain but an applied field
that alternates from site to site does break the symmetry
and can therefore be expected to have a pronounced effect
on both static and dynamic properties. Surprisingly, a
staggered field is not hard to achieve. When even and odd
sites along the spin chain have differently oriented atomic
coordination environments, application of a uniform field
induces an accompanying staggered field.

The molecular magnet CuCl2 · 2(dimethylsulfoxide)
(CDC) has alternating coordination environments and Fig.
3(b) shows the dramatic effects on the neutron scattering
spectrum in a field [3]. The zero field two spinon con-
tinuum coalesces into resolution limited modes with
different energy gaps at q = π and at the incommensurate
wave vector. The staggered field breaks the domain
symmetry (Fig. 1(d)), favoring antiferromagnetic domains
that are aligned with the applied staggered field. If the
domain between two spinons is out of phase with the
staggered field the spinons attract each other. The strength
of interaction grows with spinon separation resulting in
asymptotically bound spinons. Because they consist of
spinon pairs, these bound states can be created directly
through neutron scattering.

Following the initial discovery of a field induced gap
in a spin-1/2 chain at the NCNR [5], Affleck and Oshikawa
showed that the relevant low energy field theory describing
bound spinons is the quantum sine-Gordon model [6]. It
can be shown that the excited states at the incommensu-
rate wave vector in the spin-1/2 chain are topological
excitations called solitons, while those at q = π are soliton
bound states called breathers. Identifying the lowest energy
excitation at the incommensurate wave vector with a
soliton, the quantum sine-Gordon model perfectly accounts
for the energy of the two lower excitations at q = π as
being the corresponding breathers. The agreement between
the observed excitation energies and the predictions of the
quantum sine-Gordon model persists throughout the field
range that we have accessed, which corroborates the
identification of both excitations [3]. There is also detailed
agreement between the experimental data and bound state
structure factor calculations [7].

Despite its apparent simplicity, the spin-1/2 chain
features a potpourri of complex many body physics that
can be probed in exquisite detail using neutron spectros-
copy. These experiments spur theoretical progress towards
understanding strongly correlated electron systems and
exemplify the close connection that is possible between
theory and experiment in low dimensional quantum
magnets.
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Spinels and pyrochlores are two of
            the most important crystal struc-

tures that are known to exhibit geometric
magnetic frustration.  In these materials there are

three-dimensional networks of corner-sharing
tetrahedra, a structural arrangement that leads to a

high degree of magnetic frustration if the dominant
nearest-neighbor interactions are antiferromagnetic.  One

interesting question that has not, to our knowledge, been
addressed experimentally concerns whether half-integral
spins exhibit fundamentally different behavior than integral
spins in frustrated lattices.  In order to address this issue
we have been systematically investigating the magnetic and
structural properties of spinels in which integer or half-
integer-spin transition metal ions are located on the B-
sublattice.  In this report we describe the results [1] for an
integer-spin (S = 1) frustrated magnet GeNi2O4.

GeNi2O4 is a normal spinel with the Ni2+ ions on the
magnetically frustrated B-sites and the non-magnetic Ge4+

ions on the A-sites.  GeNi2O4 becomes antiferromagnetic
below a Néel temperature of TN ≈ 12 K.  The crystal
structure of GeNi2O4 has been refined, based upon neutron
powder diffraction data from BT-1, in the cubic space
group Fd3m at all temperatures.  The structural refine-
ments clearly demonstrate that there is no more than 1 %
cation inversion (interchange of Ge4+ and Ni2+ ions
between A and B sites), since Ge and Ni have very differ-
ent neutron scattering lengths.  This information cannot be
obtained from x-ray diffraction due to the similar x-ray
scattering strengths (atomic numbers) of Ge and Ni.  In
addition, we have verified that GeNi2O4 remains cubic
below TN using very high-resolution synchrotron x-ray
powder diffraction at the Advanced Photon Source [1].

In Fig. 1 we show the crystal structure of GeNi2O4,
with the relative spin orientations of the Ni2+ ions illustrated
by plus and minus signs.  The low temperature magnetic
structure is a simple two-sublattice collinear structure in
which the Ni2+ spins are aligned in ferromagnetic (111)
planes, and the spin direction of the (111) planes alternates
along the [111] direction [2].  Assuming this magnetic
structure, we obtain a good fit to the magnetic peak
intensities in our low temperature (T = 1.4 K) neutron
diffraction pattern.

Structure and Properties of the Integer
Spin Frustrated Antiferromagnet GeNi2O4

GeNi2O4 exhibits a surprising property, illustrated in
Fig. 2 where we plot the intensity of the magnetic (½,
½, ½) Bragg reflection as a function of temperature.  The
Néel transition in GeNi2O4 clearly consists of two distinct
transitions, the first located at 12.13 K and the second at
11.46 K.  Such double Néel transitions have been observed
in one-dimensional frustrated antiferromagnets [3], such
as the chain Haldane magnet CsNiCl3, but this is the first
observation, to our knowledge, of such a transition in a
three-dimensional frustrated magnet.  The small splitting of
the Néel transition shows that the Ni2+ ions in GeNi2O4
have very little magnetic anisotropy, and should thus be in
the Heisenberg universality class.

The observation that GeNi2O4 remains cubic below
TN is in marked contrast with results for the transition
metal oxide spinel ZnCr2O4 [4].  ZnCr2O4 undergoes a
cubic-tetragonal structural phase transition at TN.  Such
structural transitions have been described [5, 6] as three-
dimensional analogs of the spin-Peierls transitions that
occur in S = 1/2 one-dimensional antiferromagnets.

Fig. 1.  A view of the crystal structure of GeNi2O4, illustrating the
magnetically frustrated corner-sharing tetrahedra.  The relative Ni2+ spin
directions are shown by the plus and minus signs for the two collinear
magnetic sublattices.
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Furthermore, we have observed [1] the appearance of
tetragonal distortions in two other spinels, GeCo2O4
(S = 3/2, effective spin 1/2 at low temperature) and
ZnFe2O4 (S = 5/2), each of which has half-integer-spin
transition metal ions.  In both of these cases, the structural
transitions are also closely associated with TN, which
suggests that distortions from cubic lattice symmetry
generally occur at the Néel transitions in half-integer-spin
magnetically frustrated spinels.

In light of these observations for half-integer-spin
systems, it is interesting to speculate that the absence of a
structural transition in GeNi2O4 may be a consequence of
the integer-spin of the Ni2+ ion.  In one-dimensional
antiferromagnets, spin-Peierls transitions for spin-1
magnetic ions are prevented by the appearance of Haldane
gaps, which render the chains rigid against dimerization
[7].  This raises the question of whether a related phenom-
enon can also exist in a three-dimensional integer-spin
frustrated lattice, which naturally leads us to measurements
of the spin excitations in the Néel state of GeNi2O4.

In Fig. 3 we show the low temperature heat capacity
of GeNi2O4.  The data are superimposed with a fit includ-
ing a contribution from gapless isotropic spin-waves and a
gapped excitation located approximately ∆ = 11 K above
the ground state.  The gapped excitation in GeNi2O4 is a
property of the Néel state in the cubic structure, and thus
clearly requires a different explanation from the much
higher energy excitation reported in tetragonal ZnCr2O4
[4, 6].  The absence of a structural phase transition in
GeNi2O4 combined with the gapped magnetic excitation
spectrum strongly suggests a direct connection between
these phenomena and the integer spin of the Ni2+ ion.

Fig. 2.  The intensity of the (1/2,1/2,1/2) magnetic Bragg reflection versus
temperature for GeNi2O4, measured on BT-7.  The locations of the two
Néel transitions, TN1

 and TN2
, are shown.

Fig. 3.  Low temperature heat capacity of GeNi2O4 (red circles).  A fit to
the expression shown in the plot (blue line), assumes that both a gapless
spin-wave term (βββββ3T 3), and a gapped magnetic excitation term
(BnT ne -∆∆∆∆∆/T, with n = 0 and ∆∆∆∆∆ = 11 K), are present.  It should be noted that
the contribution to the T 3 term from the lattice (phonons) is about 8
times smaller than the magnetic contribution to this term at these low
temperatures.
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Residual stresses have a major impact
          on the ability to fabricate dimen-

sionally accurate machined components from
aluminum wrought mill products.  In addition, the

ability to implement advanced assembly technolo-
gies such as determinant assembly, where parts are

indexed to each other rather than to expensive assembly
tooling, is compromised when the parts are not dimen-

sionally accurate.  An active research project on this
subject is underway in which NCNR scientists are collabo-
rating with Alcoa and Boeing. The current status of this
project is outlined in this report.

In this work, finite element methods (FEM) are being
used to predict residual stress profiles and to examine the
influence of material processing and machining approaches
on part distortion. However, although Alcoa is developing
new destructive methods to estimate residual stresses in
bulk materials, the neutron diffraction capabilities of the
NCNR for characterizing residual stresses is key to
validating both the FEM calculations and the measurement
technique being developed at Alcoa. Ultimately, the goal is
to understand the generation of residual stresses and how
to control their effects in manufacturing and to correlate
model predictions with actual experimental measurements.
This information is critical in achieving optimization of the

Residual Stresses and Optimizing
Machining Strategies for Aluminum Bars

predictive capability utilizing new design tools that would
enable much more efficient manufacturing approaches than
are now employed.

The test system selected for the validation studies is a
long rectangular extruded bar in which the longitudinal
residual stress can vary as a function of position across the
width and through the thickness, i.e., σ = σ (x,y).  The
material is aluminum alloy 2024 extruded using a 4-out die
pattern, producing bars with a 63.5 mm by 63.5 mm cross
section. For this study, four extrusions, each 1.83 m long,
were cut from the parent extrusion for thermal processing
at Alcoa and residual stress measurement and machining
trials at NIST. Three 0.61 m long sections were cut from
each extrusion. The twelve bars were attached in a vertical
orientation to a hanging rack at a heat treatment furnace.
All bars received a solution heat treatment (SHT) that is
typical for a 2024 alloy. At the end of the SHT soak time,
the material is quenched in 21 °C agitated tap water.
Because of the vertical hanging orientation, each bar should
experience the same quench on all four sides of the square
cross section.

Residual stress measurements were made over the
midplanes of three bars, randomly selected from the total,
using the BT-8 stress diffractometer at the NCNR. A 5 mm
by 5 mm by 5 mm sampling volume was used and the

Fig. 1.  The measurement configuration on the BT-8 instrument at the
NCNR for residual stress determinations on three 2024 Al bars. Neutrons
issuing from the collimated beam tube on the left are collected from the
sample volume by the detector on the right. The sample is scanned by
moving the mounting table.

Fig. 2.  The effect of microstresses is minimized by utilizing 36 d0
samples in which macrostresses are relaxed by the cross-cutting
technique shown.
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Fig. 3.  Comparison of measured to calculated residual stresses.
σσσσσii > 0 is tensile; σσσσσii  < 0 is compressive. The upper panels represent the
measurements while the lower panels show the comparable computed
stresses.

measurements made over a 9 x 9 mesh, 7.06 mm between
centers. Because the material was composed of relatively
large grains, the data were obtained by longitudinally
averaging over a 90 mm long volume, extending ± 45 mm
from the mid-plane. Since FCC metals are susceptible to
grain-grain interaction microstresses, samples to provide
the unstrained d spacing, d0, representative of the whole
cross-section were needed. These were obtained from a
25.4 mm by 63.5 mm by 63.5 mm piece cut from the end
of a bar, and partially cut through the thickness in a 10 mm
by 10 mm by 10 mm  (6 x 6 mesh) pattern. The instru-
ment and samples are shown in Figs. 1 and 2. Residual
stresses were obtained from the measured d-spacings
according to methods described previously [1].

The FEM is used to model the material and process-
ing in order to guide the design of machining processes for
optimal results. The initial objective of the FEM modeling is
to obtain values for the level of quench-induced stress and
to develop a simple final part geometry that exhibits widely
varying distortion behavior as a function of machined part
location. This involves a quenching simulation that predicts
the thermal response of the aluminum to the quenchant, a
mechanical simulation that predicts the quench-induced
stress state and, finally, a machining simulation to predict
the distortion. It is noted that the entire modeling process
for identifying a machined part involves many FEM
simulations and it is critical to have an efficient process for
making changes to the input geometry and final part
location [2].

In the upper part of Fig. 3 the three normal residual
stress components determined by neutron diffraction are
shown for one of the three bars studied. The distributions
for the three bars were in reasonable agreement, but not
identical — even within uncertainties. The lower part of
Fig. 3 shows the FEM results for a bar.

The results, thus far, are encouraging although the
minimum and maximum FEM-predicted residual stresses
are somewhat too compressive for the xx and yy compo-
nents. However, the real test of this project is in progress:
that is, the capability to predict by a “machining” FE model
the machined part distortion for a final part geometry and
location chosen by the user utilizing the residual stress
distribution previously calculated from the mechanical
simulation. “L” shaped pieces will be machined from
different positions in the three characterized bars. The
FEM calculations predict significant differences in the
amount of part distortion depending on the location of the
“L” within the 63.5 mm by 63.5 mm cross section. The
results are expected to be significant for a number of major
applications.
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Stresses (in MPa) measured by neutron diffraction:  
min (blue) to max (brown)

  xx (-157 ± 8 to 97 ± 8)   yy (-175 ± 7 to 104 ± 9) zz (-211 ± 6 to 245 ± 8)

Stresses (in MPa) calculated by finite-element method:  
min (blue) to max (red)

xx (-223 to 78) yy (-223 to 78) zz (-234 to 227)
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Multicriticality in the
Bragg-Glass Transition

Fig. 1.  (a) Temperature and history dependence of azimuthal widths of
the (1,-1) diffraction peak at H = 0.3 T.  The dashed line is the peak effect
Tp at this magnetic field based on ac magnetic susceptibility measure-
ments.  Inset: experimental configuration.  (b) Widths at H = 0.2 T.  The
ac susceptibility data are also shown for reference.  Definitions of Tp(H )
and Tc3(H ) are shown.

The discovery [1] of a first-order
         solid-liquid transition in the vortex

matter of a classic type-II superconductor
niobium was widely regarded as an important

result since it resolved a long-standing issue of
whether a genuine order-disorder transition can take

place in the vortex system in type-II superconductors,
and whether the anomalous peak effect is indeed caused

by a structural phase transition in the vortex matter.
However, in a follow-up SANS experiment [2] on a Nb
crystal which has a lower upper critical field, suggesting
even less bulk disorder, neither the first-order transition nor
the peak effect was found.  These two seemingly contra-
dictory results suggest either a trivial technical error in one
of the two experiments, or something more profound and
interesting in the physics of vortex matter, namely the
existence of multicritical behavior in the Bragg-glass
transition.  We have now carried out a systematic study of
the Nb crystal used in our original experiment, and have
found such a multicritical point [3].

Our experiment was carried out on a Nb single
crystal in which both the peak effect and the first-order
Bragg-glass melting transition were observed at the same
temperatures [1]. The sample has a zero-field Tc = 9.16 K,
and an estimated Ginzburg-Landau parameter κ(0) = 2.0.
The experimental SANS configuration is shown in the inset
of Fig.1 (a). The dc magnetic field was applied in the
direction of the incoming neutron beam using a horizontal
superconducting magnet.  A coil was wound on the sample
to allow in situ ac magnetic susceptibility measurements.

Fig.1(a) shows the SANS data at H = 0.3 T.  The
Gaussian widths are obtained from fitting the Bragg peaks
(in intensity vs. azimuthal angle) to six Gaussian peaks
evenly spaced 60° apart.  It is clear that the azimuthal
widths — a measure of orientational disorder in the vortex
array — are strongly history dependent.  Supercooling and
superheating effects are observed for field-cooling (FC)
and field-cooled-warming (FCW) paths, respectively.  As
reported previously [1], the disordered phase at T  > Tp
and the ordered phase at T < Tp are their respective
thermodynamic ground states.  The abrupt change in the
structure factor S(q) at the peak effect Tp depicts a
symmetry-breaking phase transition from a vortex liquid
with short-range order to a Bragg glass with quasi-long

range order [1].  The phase transition is first order as
evidenced by the strong thermal hysteresis in S(q). Com-
pared to that at higher fields, the metastability region for
H = 0.3 T is smaller but still pronounced.

It was found that the thermal hysteresis of S(q)
observed in SANS is strongly field dependent, and the
metastability region disappears completely at low fields.
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Fig. 2.  Three-dimensional (3D) magnetic field and temperature
dependence of the real part of the ac susceptibility 4πππππχ χ χ χ χ ′′′′′(T ). Note that
two values of ac fields were used in the measurements. For H < 0.3 T,
Hac = 0.17 mT, and for H > 0.3 T, Hac = 0.7 mT, f = 1.0 kHz. The solid and
dashed lines are guides to eyes. For the ac fields used, Tp is independent
of the ac field amplitude.

Fig. 1 (b) shows the azimuthal width data for H = 0.2 T.
For comparison, the real part χ ′(T) of the ac magnetic
susceptibility is also shown in Fig.1(b).  The dip in χ ′(T) is
the well-established signature of the peak effect [1].  The
history dependence of the Bragg-peak width is only
detectable within 100 mK of the peak-effect temperature
Tp.  A similar trend is observable in the history dependence
of the radial widths of the Bragg peaks. At 0.3 T, there is a
pronounced thermal hysteresis in the radial widths.  At
0.2 T, however, the hysteresis is barely discernable.  At an
even lower field of 0.1 T (data not shown), the thermal
hysteresis in S(q) is undetectable.

At H = 0.1 T, a very sharp peak effect (the onset-to-
end width = 40 mK) is still present.  Thus we believe the
phase transition at 0.1 T is still first-order but the metasta-
bility region is too narrow to be resolved in SANS (the
temperature resolution was  ≈ 50 mK). Nevertheless, the
diminishing hysteresis in the low-field regime suggests that
the phase transition is becoming continuous and mean-
field-like, namely there is a multicritical point on the phase
boundary bordering the Bragg glass on the H-T phase
diagram. We show that this multicritical behavior is directly
related to the appearance and the disappearance of the peak
effect.

Fig. 2 shows a three-dimensional plot of the χ ′(T) as
a function of temperature and magnetic field.  At high
fields, there is a pronounced peak effect, a characteristic
dip in χ ′(T).  At higher temperatures above the peak-effect
temperature Tp(H) (or Hp(T), used interchangeably), there
is a smooth step in χ ′(T).  This step, Tc3(H) (or Hc3(T)),
defined in Fig.1 (b), is the onset of surface superconduc-
tivity.  In the mean-field theory of Saint-James and de
Gennes, Tc3(H) is a continuous phase transition.  The
separation between Tp(H) and Tc3(H) grows larger with
increasing magnetic field.  Upon cooling, below Tc3(H) and
toward Tp(H), the screening effect in χ ′(T) increases
gradually but there is no sharp feature to define another

temperature scale.  With decreasing field, the peak effect
becomes narrower and smaller.  For H < 0.08 T, there is
only a single kink in χ ′(T) corresponding to the mean-field
transition Tc2(H) or Hc2(T).  There is no reentrant peak
effect at low fields — the peak effect simply vanishes
here.  New theoretical studies are needed to elucidate the
possible physical mechanisms of the multicritical point in a
Bragg glass.
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The transition metal oxides have been
        the source of many fascinating

physical phenomena such as high Tc supercon-
ductivity, colossal magnetoresistance,  and

orbiton physics [1]. These surprising and diverse
physical properties arise from strong correlation

effects in the 3d bands. Most theoretical attempts to
understand such systems are based on the Hubbard

model. Here we report that for high symmetry transition
metal oxides with threefold t2g bands, this model possesses
several novel hidden symmetries with many surprising
consequences on the ground state properties [2, 3].

We consider cubic 3d1 perovskites  (i.e., ABO3)
where the five initially degenerate 3d states are split into a
two-fold eg manifold and a lower-energy threefold t2g
manifold with wavefunctions dyz ≡ X, dxz ≡ Y, and dxy ≡ Z
(see Fig. 1). Keeping only the t2g states, we base our
discussion on the following generic three-band Hubbard
Hamiltonian:

Hidden Symmetries and Their
Consequences in the t2g Cubic Perovskites

Fig. 1.  A schematic view of the splitting of the five-fold 3d orbitals
under cubic crystal field. The transition metal is located at the center of
the oxygen octahedra (shown in blue).

Fig. 2.  A schematic view of the symmetry of the hopping parameter t via
intermediate oxygen p-orbitals. Note that there is no hopping between
different d-orbitals and no hopping along the z-axis for Z-orbitals due to
symmetry.
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Here ci,α,σ creates a t2g electron (or hole) on the ith

ion in the α spatial orbital (i.e., α = X, Y or Z) with spin σ,
and εi,α is the on-site energy of the orbital at site i of a
simple cubic lattice.  Uiα ,iβ is the on-site Coulomb repulsion
between orbitals α and β at site i.  tiα , jβ is the effective
hopping parameter from the α orbital at site i to the β
orbital at its nearest neighbour site j.

As shown in Fig. 2, for cubic perovskites where the
metal-oxygen-metal (M-O-M) bond is linear, the hopping
parameter tiα , jβ  is diagonal in the orbital indices α and β.
This suggests that the total number of electrons in each
orbital is a good quantum number. Furthermore tiα , jβ  is
zero along the “inactive” axis perpendicular to the orbital
plane α, due to symmetry (Fig. 2). In other words an
α-electron can only hop in α-plane. Thus, for the nth plane
perpendicular to the α-axis, the total number Nnα of
electrons in the α-orbital is conserved, i.e., it is a good
quantum number. Hence, one can consider the three
dimensional lattice as a superposition of interpenetrating
planes perpendicular to the x, y, and z-directions, each
having a constant number of X, Y, and Z electrons,
respectively, which are good quantum numbers (see
Fig. 3(a)).
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In Ref. [3] we also show that the global rotation of
the spins of α-orbital electrons in any given plane perpen-
dicular to the α-axis leaves the Hubbard Hamiltonian given
in Eq. (1) invariant.  As a consequence of this rotational
symmetry, one may conclude that both the Hubbard model
and its 2nd order perturbation at order of t2/U, the Kugel-
Khomskii (KK) Hamiltonian, cannot support any long range
spin order:  if one assumes long-range spin order, the spins
associated with α-orbitals within any given plane can be
rotated at zero cost in energy, thereby destroying the
supposed correlations among planes and/or among orbitals,
and therefore the long-range order [2, 3]. The crucial
conclusion here is that any credible theory of spin-ordering
in these systems cannot be based solely on the KK Hamil-
tonian, as currently done in the literature.

The hidden symmetries discussed here are very
useful in simplifying the exact numerical studies of small
clusters. For example, to treat the simpler KK Hamiltonian
for a cube of eight sites even using the conservation of the
total spin (a widely used symmetry) requires the diagonal-
ization of a matrix of dimensionality on the order of
½ million. Using the conservation laws applied to each face
of the cube (see Fig. 3(a)), there is an astonishing numeri-

Fig. 3.  (a) Six conserved quantum numbers as identified in the text,
(b)-(c) Spin and orbital configurations for a cube of eight sites,
indicating singlet spin dimers (as shown by thick blue lines) along the
x-axis for Y-electrons and along y-axis for X-electrons. Configurations in
(b) and (c) are the dominant ones in the ground state wavefunction. The
less dominant configuration (d) is obtained from (c) by allowing the
interchange of two x- and y- electrons along the z-axis, retaining their
membership in the spin singlets.

cal simplification. The ground state can be found from a
Hamiltonian matrix within a manifold of just 16 states!! As
seen in Fig. 3(b-d), these states are all products of four
dimer states in each of which two electrons are paired into
a spin zero singlet state. In this model a very unusual
phenomenon occurs: when the electrons hop from site to
site along active axes, they retain their membership in the
singlet they started in.  An example of this transformation
is seen by comparing Figs. 3(c) and 3(d): pairs of elec-
trons are tied together, as if by quantum mechanical rubber
bands!

In conclusion, we uncovered several novel symme-
tries of the Hubbard model for orthogonal t2g systems.
Using these symmetries, we rigorously showed that both
the original Hubbard Hamiltonian [2] and the KK effective
Hamiltonian [1] (without spin-orbit interactions) do not
permit the development of long-range spin order in a three
dimensional orthogonal lattice at nonzero temperature. It is
important to take proper account of the symmetries
identified here and to recognize that the observed long-
range spin order can only be explained with the Hubbard or
KK Hamiltonian providing suitable symmetry breaking
terms are included. Such perturbations therefore play a
crucial role in determining the observed behavior of these
transition metal oxides. We hope that these results will
inspire experimentalists to synthesize new t2g transition
metal oxides with tetragonal or higher symmetry. Such
systems would have quite striking and anomalous properties.
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Acrylonitrile is not a household word,
         but products made from it are

ubiquitous in our homes. Acrylic fibers made
from acrylonitrile are used to make our clothing

and carpets; they even reinforce paper products.
Acrylonitrile-based plastics are often impact resistant

and are used for computer and video-cassette cases. It
is also formulated into nitrile rubber products, which are

impervious to most solvents and thus are products of
choice to contain gasoline or as protective gloves for lab
use.

Worldwide, approximately 10 billion pounds of
acrylonitrile are made each year through the reaction of
ammonia and propylene. However, there is considerable
interest in production of acrylonitrile from the reaction of
ammonia and propane, since the latter compound is cheap
enough to burn. Several multi-component mixtures have
been tried as potential catalysts for this reaction, known as
propane ammoxidation.  The best of these mixtures
contains molybdenum oxides doped with various transition
metals. Neither the chemical structures nor the mechanism
of operation of the various phases in the catalyst was
previously understood.

Structural Characterization
of Acrylonitrile Catalysts

In 2001, workers at CNRS and Elf Atochem, both in
France, used electron microscopy to study the most
effective known propane ammoxidation catalyst, a (Mo, V,
Nb, Te) oxide, and determined that it was composed of
two chemical phases, an orthorhombic phase, labeled M1
and a hexagonal phase, known as M2. [1] They were even
able to propose schematic structures for these materials.
These models, however, do not indicate which cation is
found at a particular site and thus provide no knowledge of
cation coordination or valence state. Thus, these schematic
structures provide little insight into the catalysis function of
the materials.

The M1 and M2 compounds are not simple phases.
They have large unit cells and do not form single crystals.
Therefore, detailed structural information can come only
from powder diffraction studies. However, materials of
this form, with 40+ atoms in the asymmetric unit are at the
limit of where powder diffraction can be used to resolve
individual atoms. Further, deviations from crystallinity are
seen readily in the electron microscope. The presence of
these “errors” in crystallization reduces the long-range
ordering in the material and degrades the diffraction
pattern, which reduces the amount of structural informa-
tion that can be obtained. Structural analysis from a
mixture of the M1 and M2 phases is not possible. With the
advent of combinatorial synthesis, collaborators at Symyx
Technologies, Inc. were able to find ways to synthesize the
M1 and M2 phases separately. [2] With reasonably pure
phases it becomes possible to consider structure determi-
nation to learn how the materials function. With those
questions answered, there is hope to create even better
catalysts, that will further improve the industrial production
of acrylonitrile from the desired starting materials.

The usefulness of x-ray diffraction for structure
elucidation for these phases is also limited, because the
scattering from O is almost negligible in the presence of
heavy elements such as Mo, Nb and Te. For that matter,
Mo and Nb are virtually indistinguishable with x-rays. With
neutron powder diffraction, however, O scattering is
comparable to the other atom types and Mo and Nb can
potentially be distinguished. However at natural abundance,
V is invisible to neutron diffraction.

Due to the complexity of these structures, even with
neutron and x-ray powder diffraction data combined, it

Fig. 1.  A view of four unit cells of the M1 propane ammoxidation
catalyst viewed along the c-axis. O atoms are shown as brown spheres
and polyhedra are color coded by cation type: Mo6+ = purple,
Mo5+ = pink, Mo6+/ Mo5+ = light blue, Mo6+/ V5+ = red, Mo5+/V4+ = green,
Te4+ = yellow. The regions believed to be active sites for catalysis are
shown in rectangular boxes [3].
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would still be very difficult and perhaps impossible to
determine the structures ab initio. However, using unit cell
dimensions and schematic models from electron micros-
copy, it was possible to build and test atomistic models
against the neutron and x-ray powder diffraction data sets
individually and in final stages, the two data sets combined.
Using this approach, the structure of the M1 phase was
determined (see Fig. 1). Work on the structure of the M2
phase, which turns out to be also orthorhombic, is nearly
complete.

The result for the M1 phase shows that the material
has a layer structure with two sets of channels, one
approximately hexagonal, the other roughly heptagonal.
The channels allow for the accommodation of large metal
cations. This is where the large Te4+ cation atom sits. The
large channel provides access to the cation’s lone pair
electrons, which is likely quite important in the
ammoxidation reaction. Structural results also provide
details of the metal atom coordination, which can then be
used to determine the most likely oxidation state for each
atom, as is indicated in the figure. Based on these struc-
tural results, it becomes possible to explore how the
catalyst functions, as is outlined in Fig. 2 [3]. The active
sites for propane oxidation to propylene are most likely the
bridging lattice oxygen between V5+ cations and neighbor-
ing V4+ or Mo5+. The subsequent addition of ammonia then
occurs at a Mo6+ cation that neighbors the sites where
propane is converted to propylene.  Presumably, abstrac-

Fig. 2.  A schematic mechanism for propane ammoxidation by the M1 catalyst that details the
cation centers believed to be responsible for reactive process [3].

tion of hydrogen is carried out at Te4+

centers. The chemical function of the M2
phase will be more clear when the structure
of that material is fully determined. How-
ever, it is clear that the M2 phase plays a
role in the conversion of incompletely
reacted intermediates that desorb from the
M1 catalyst prior to the completion of the
propane ammoxidation reaction.

Predicted oxidation states of V and
Mo in M1 from the refined structure are
consistent with those observed in XPS and
EPR studies.  The Te environment is
consistent with those observed by Millet et
al. using EXAFS in mixed-phase samples
[4].

Only with the combination of numer-
ous techniques was it possible to solve this
propane ammoxidation catalyst puzzle.
Neutron powder diffraction was essential
for refinement of metal and oxygen coordi-

nates and determination of metal-oxygen bond lengths,
which was pivotal to calculating cation oxidation states and
characterizing the chemical nature of the surrounding
oxygen atoms.
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Serving the Science
and Technology Community

The past year has been perhaps the
        best ever for users at the NCNR, in

terms of numbers of participants, and the
diversity and quality of their research activities at

our facility.  Nearly all of the originally envisioned
instruments have been operational for several years,

and forefront science, as represented by the highlight
articles in this report, is being produced at a steady rate.

Although it is fair to say that the NCNR has reached a
mature state of development, new instruments are still
being developed and brought on line.  The CNBT reflecto-
meter (AND/R) is being completed during the summer of
2003, and the MACS cold-neutron triple-axis and an
upgraded 10 m SANS diffractometer will be made available
in the near future.

The User Program
Making the NCNR accessible to a diverse community

from academia, government and industry requires contin-
ual effort.  Efficient proposal handling, fair and thorough
review, and timely allocation of instrument time are es-
sential to our user community.   For the past year, our

proposal process, including proposal review as well as
submission, has been entirely Internet-based, resulting in a
significant shortening in the time between proposal deadline
and beamtime allocation.   Despite increased security,
physical access to our facility has been significantly
delayed in only a handful of cases.  User demand has
remained very strong, with research participation (see
Fig. 1) and the number and quality of proposals at an all-
time high.

While there are several ways in which users access
NCNR instrumentation, the most important is through our
formal proposal process.  At approximately six-month
intervals, users may submit proposals for beam time.  After
each proposal has received written reviews from external
referees, our Program Advisory Committee (PAC) allocates
beam time to the best proposals, based on the reviews,
their own judgment, and technical input from NCNR staff.
Current PAC members include Andrew Allen (NIST
Ceramics Division), Robert Briber (Maryland), Michael
Crawford (DuPont), Sossina Haile (Cal Tech), Kenneth
Herwig (Oak Ridge), Yumi Ijiri (Oberlin), Michael Kent
(Sandia), Sanat Kumar (Rensselaer), Robert Leheny (Johns
Hopkins), Dieter Schneider (Brookhaven), and John
Tranquada (Brookhaven).  Over the course of a year, the
PAC allocated more than 1100 instrument-days to more
than 290 experiments.  In doing so, it had to make some
difficult choices, since a total of more than 2400 days
were requested in more than 380 proposals.   The proposal
system applies to only about half the instruments at the
NCNR, but these are our most advanced ones, supported
at a high level by NCNR staff and all our available re-
sources.   Although the other instruments are not offered
through proposals, most of the time on the latter is also
allocated to users through direct collaborations with local
staff, or through more formal collaborative research
consortia, as detailed below.   For example, short- and
long-term collaborations account for most of the beam
time scheduled on the thermal triple-axis spectrometers.

A New Voice for Users
A separate advisory committee has recently been

formed to represent our user community.  At monthly
conference call meetings, members of the NCNR Users’
Committee discuss users issues, sometimes with theFig.1.  Numbers of NCNR Research Participants over time.
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Serving the Science and Technology Community

participation of NCNR staff and management.  The current
membership includes Nitash Balsara (UC Berkeley, chair),
Collin Broholm (Johns Hopkins), Paul Butler (Oak Ridge),
Tonya Kuhl (UC Davis), Robert Leheny (Johns Hopkins)
(liaison to the PAC), and Paul Sokol (Penn State).  Among
recent topics of discussion were software for data analy-
sis, sample environments, the proposal process, and
obtaining feedback from users.  The committee welcomes
comments from users at any time.  Please see http://
www.ncnr.nist.gov/NCNR_Users_Commitee.html for the
members’ email addresses.

Center for High Resolution Neutron
Scattering

The Center (CHRNS) is a most important component
of user participation at our facility.  Funded by the National
Science Foundation (NSF) and NIST, it offers a suite of
instruments unmatched in North America for the investiga-
tion of the structure and dynamics of solids by neutron
scattering, probing length scales from 1 nm to ≈ 10 µm
and energies from ≈ 30 neV to ≈ 100 meV.   Most of the
proposals we receive ask for time on one of the CHRNS
instruments, which include two 30 m SANS diffracto-
meters, a high-resolution USANS diffractometer, a back-
scattering spectrometer, a neutron spin echo spectrometer,
and a cold-neutron triple-axis spectrometer.  An upgraded
10 m SANS diffractometer will be included among the
CHRNS instruments in the near future.

Cold Neutrons for Biology and
Technology

A new instrument for structural biology, the Ad-
vanced Neutron Diffractometer/Reflectometer, AND/R, has
recently been completed.  (See highlight on page 6 of this
report.)   This instrument and other facilities dedicated to
studies of biological membrane systems are part of the
Cold Neutrons for Biology and Technology (CNBT)
program, funded by the National Institutes of Health
(NIH), with contributions from NIST, the University of
California at Irvine and the University of Pennsylvania. In
addition to the above-mentioned institutions, the CNBT
partnership consists of investigators from Johns Hopkins
University, Rice, Carnegie Mellon, and Duke University.
Other collaborators are from UC San Diego, the Los
Alamos National Laboratory, and NIH.  Other facilities at
NCNR dedicated to CNBT include 10 % of the time on the
NG-7 30 m SANS diffractometer, a fully equipped biology
laboratory, and a state of the art computer facility for
molecular dynamics computations.  The combination
provides a powerful set of capabilities for U.S. researchers

interested in structural biology investigations by neutron
scattering.

NOBUGS 2002
A conference on scientific computing at user facilities

was hosted by NIST on November 4–6, 2002, addressing
both software and hardware issues at neutron and syn-
chrotron x-ray user facilities. The 77 participants repre-
sented nearly all the world’s major scattering laboratories.
The 2002 conference, organized by NCNR staff, was the
fourth in the biennial NOBUGS series, providing an
opportunity for those involved to compare notes, discuss
techniques and results, and establish collaborations in the
area of computing and data acquisition infrastructure for
research, a field not normally covered by traditional
scientific conferences.  Among the topics highlighted at
NOBUGS 2002 were Data Acquisition and Instrument
Control Methods, Data Formats, Data Reduction, Visualiza-
tion and Analysis, Collaborative Initiatives and Distributed
Computing, and Computer Security at User Facilities.

Ninth Annual Summer School
More than 30 students from 23 different institutions

traveled to the Gaithersburg, MD campus of the National
Institute of Standards and Technology to attend the ninth
annual summer school on neutron scattering during the
week of June 9–13, 2003.  The school was organized by
the NCNR and CHRNS with support from the National
Science Foundation, and involved students from 18 states
and Canada with diverse backgrounds ranging from
chemistry, physics, and materials science, to polymer
science, nuclear engineering, and biophysics.  The summer
school alternates every year between the two central
themes of diffraction and spectroscopy.  This year’s
school focused on four different dynamical studies using
the NCNR’s Disk Chopper Spectrometer (DCS), High-Flux
Backscattering Spectrometer (HFBS), Neutron Spin Echo
(NSE) spectrometer, and Spin Polarized Inelastic Neutron
Scattering (SPINS) spectrometer.  Most of the students’
efforts were directed to hands-on experiments, a direction
that we have followed for several years.  Course materials
about the experiments and underlying principles were
made available through our website prior to the school.
Small groups of students rotated among the instru-
ments, performing illustrative experiments, and
analyzing their data with the aid of our
software and the advice of our staff.
Among the experiments was the study
of the diffusion of surfactant
micelles and shape fluctuations of
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microemulsions
using the NSE spec-

trometer, and quantum
rotations in methyl iodide using

the HFBS.  On the final day, each of
the student groups presented the results

of their studies to the rest of the school.
According to evaluations, the school was

highly effective in introducing the students to the
various methods and applications of neutron

spectroscopy.

Theory, Modeling, and Neutron
Scattering

Modern materials research relies heavily on develop-
ing models that explain and predict behavior under a variety
of conditions.  Because of the relatively simple nature of
the interaction between neutrons and materials and the
wide dynamical and spatial ranges that can be probed,
neutron scattering is an important method for testing the
validity of these theoretical models. To promote a fruitful
exchange between theory and experiment, NCNR’s Taner
Yildirim, Seung-Hun Lee and Dan Neumann organized a
workshop entitled Theory, Modeling and Neutron Scatter-
ing co-sponsored by the NCNR and NIST Center for
Theoretical and Computational Materials Science.  This

workshop brought experts from around the world on both
theoretical and modeling methods and neutron scattering
measurements to the NCNR for a three-day meeting in
August 2003.  Invited presentations covering a wide range
of materials from proteins to nanotubes to magnetic
perovskites sparked an intense discussion among the more
than 50 attendees on how combining these techniques
offers key insights into a remarkable variety of phenomena
in materials.

Independent Programs
The Neutron Interactions and Dosimetry Group

(Physics Laboratory) provides measurement services,
standards, and fundamental research in support of NIST’s
mission as it relates to neutron technology and neutron
physics.  The national and industrial interests served
include homeland defense, neutron imaging, scientific
instrument calibration, nuclear-electric power production,
radiation protection, defense nuclear energy systems,
radiation therapy, and magnetic resonance imaging.  The
group’s research may be represented as three major
activities. The first is Fundamental Neutron Physics
including magnetic trapping of ultracold neutrons, opera-
tion of a neutron interferometry and optics facility, devel-
opment of neutron spin filters based on laser polarization of
3He, measurement of the beta decay lifetime of the neutron,

Fig. 2.  Daniel Phelan, Souleymane Omar Diallo, Hui Wu and Seth Jonas analyze results of a backscattering spectrometry experiment at the ninth
annual Summer School on Neutron Scattering.
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and investigations of other coupling constants and symme-
tries of the weak interaction.  This project involves a large
number of collaborators from universities and national
laboratories.  The second is Standard Neutron Fields and
Applications using both thermal and fast neutron fields for
materials dosimetry in nuclear reactor applications, neutron
spectrometry development, and for personnel dosimetry in
radiation protection.  These neutron fields include thermal
neutron beams, “white” and monochromatic cold neutron
beams, a thermal-neutron-induced 235U fission neutron
field, and 252Cf fission neutron fields, both moderated and
unmoderated. The third is Neutron Cross Section Stan-
dards, including experimental advancement of the accuracy
of such standards, as well as their evaluation, compilation
and dissemination.

The Smithsonian Center for Materials Research
and Education’s (SCMRE) Nuclear Laboratory for
Archeological Research has chemically analyzed over
26,600 artifacts by INAA at the NCNR over the last 26
years. SCMRE’s research programs draw extensively upon
the collections of the Smithsonian, as well as those of
national and international institutions.  The chemical
analyses provide a means of linking these diverse collec-
tions together to study continuity and change involved in
the production of ceramic objects. INAA data are used to
determine if groups of ceramics have been made from the
same or different raw materials.  The ceramics can then be
attributed to geographic regions, specific sources, work-
shops and even individual artists. The ability to use chemi-
cal composition to link specific pottery groups to specific
production locations through the analysis of less portable
fired tiles and bricks has shown that nearly all individual
California missions were producing earthenware ceramics
for their own use soon after their founding.   Moreover,
potters at five missions had mastered the technologically
demanding process of glazing and were also producing Pb
glazed pottery previously thought to have all been imported
from Mexico.

The Nuclear Methods Group (Analytical Chemistry
Division, Chemical Sciences and Technology Laboratory)
develops and applies nuclear analytical techniques for the
determination of elemental compositions, striving for
improvements in accuracy, sensitivity, and selectivity.  The
group has pioneered the use of cold neutrons as analytical
probes in two methods, prompt-gamma activation analysis
(PGAA) and neutron depth profiling (NDP).  In PGAA, the
amount of a particular analyte is measured by detecting
characteristic gamma-rays emitted by the sample while it is
being irradiated in an intense cold-neutron beam.   NDP is

another in-beam method that can characterize the concen-
tration of several elements as a function of depth in the
first few microns below a surface.   It accomplishes this
by energy analysis of the charged particles emitted
promptly during neutron bombardment.  In addition to
NDP and PGAA, the group has a high level of capability in
two more conventional methods, instrumental and radio-
chemical neutron activation analysis (INAA and RNAA).
In aggregate, the techniques used by the group are a
powerful set of complementary tools for addressing
analytical problems for both in-house and user programs,
and are used to help certify a large number of NIST
Standard Reference Materials.

The Center for Food Safety and Applied Nutri-
tion, U.S. Food and Drug Administration (FDA), directs
and maintains a neutron activation analysis (NAA) facility
at the NCNR. This facility provides agency-wide analytical
support for special investigations and applications research,
complementing other analytical techniques used at FDA
with instrumental, neutron-capture prompt-gamma, and
radiochemical NAA procedures, radioisotope x-ray fluores-
cence spectrometry (RXRFS), and low-level gamma-ray
detection. This combination of analytical techniques
enables diverse multi-element and radiological information
to be obtained for foods and related materials. The NAA
facility supports agency quality assurance programs by
developing in-house reference materials, by characterizing
food-related reference materials with NIST and other
agencies, and by verifying analyses for FDA’s Total Diet
Study Program. Other studies include the development of
RXRFS methods for screening food ware for the presence
of Pb, Cd and other potentially toxic elements, use of
instrumental NAA to investigate bromate residues in bread
products, use of prompt-gamma NAA to investigate boron
nutrition and its relation to bone strength, and the determi-
nation of the elemental compositions of dietary supple-
ments.

The ExxonMobil Research and Engineering
Company is a member of the Participating Research Team
(PRT) that operates, maintains, and conducts research at
the NG-7 30 m SANS instrument and the NG-5 Neutron
Spin Echo Spectrometer. Their mission is to use those
instruments, as well as other neutron scattering
techniques available to them at NCNR, in activities
that complement research at ExxonMobil’s main
laboratories as well as at its affiliates’ labora-
tories around the world. The aim of these
activities is to deepen understanding of the
nature of ExxonMobil’s products
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and processes, so
as to improve customer

service and to improve the
return on shareholders’ invest-

ment. Accordingly, and taking full
advantage of the unique properties of

neutrons, most of the experiments use
SANS or other neutron techniques to study

the structure and dynamics of hydrocarbon
materials, especially in the fields of polymers,

complex fluids, and petroleum mixtures. ExxonMobil
regards its participation in the NCNR and collabora-

tions with NIST and other PRT members not only as an
excellent investment for the company, but also as a good

way to contribute to the scientific health of the nation.
The NCNR provides its resources to a large number

of researchers from US universities and colleges, and the
latter in turn have provided substantial aid to the construc-
tion of NCNR instruments and participation in collaborative
research programs.  For example, the Johns Hopkins
University has taken a leading role in the development of
the MACS spectrometer, and conducts extensive studies of
magnetism and soft condensed matter, involving several
faculty members, as well as engineering staff.   The
University of Maryland is likewise heavily involved at the
NCNR, maintaining several researchers at our facility.
Other institutions that have noteworthy long-term commit-
ments at the NCNR are the University of Minnesota
(member of the participating research teams, or PRTs, for
the NG7 SANS instrument and the NG7 reflectometer).
UC Irvine, Johns Hopkins, Penn, Rice, Duke, and
Carnegie-Mellon University are all members of the
CNBT collaboration.  The University of Pennsylvania is
also a member of the PRT for the FANS spectrometer.

The U.S. Army Research Laboratory has
sponsored a scientific program based at the NCNR for
three decades.  Among its accomplishments are investiga-
tions of materials at high pressure, determinations of
crystal structure of molecular solids, and the initiation of
residual stress measurements at the NCNR.



47

Operations

The NIST neutron source operated for 255 full power
(20 MW) days or approximately 100 % of the

scheduled time.  A typical operating year consists of seven
cycles.  A cycle has 38 days of continuous full power
operation, followed by 11 days of shutdown maintenance,
refueling, and startup preparations.  The number of
operating days in this fiscal year has increased significantly

over the previous year because of improvements to the
physical systems.  The new shim arm seals have reduced
leakage as expected and a sample of seal material undergo-
ing testing has exhibited no noticeable corrosion.  The new
cooling tower has performed well, allowing full power
operation through all of the summer of 2002.  All work has

been completed on the Thermal Column Tank Cooling
System, fulfilling the design requirement to provide cooling
without drawing water or helium from the main heavy
water systems.  A second pump was added and a purifica-
tion loop was installed, with purification of the system
heavy water achieved using particulate filters and an ion
exchanger column.  The system has had no adverse affect

on the operating schedule; a
replacement tank has been
fabricated for future installa-
tion.  Other upgrades accom-
plished in FY2003 include the
permanent addition of camera
equipment for monitoring
refueling operations and
replacement of the electronics
for both intermediate range
nuclear channels.  These new
electronics have worked well
and are also serving as an
evaluation platform to deter-
mine the type of replacement
instrument for all of the
nuclear channels.

All security measures
requested by the U. S. Nuclear Regulatory Commission for
the facility have been implemented fully.  Items necessary
for 20 more years of operation, such as secondary cooling
water pumps and motors, control rods, heavy water, and a
new operating console, have been acquired, are in produc-
tion, or are in various stages of planning.

Recently licensed as NCNR operators are: (left photo) Randy Strader, and (right photo) Greg Heller and
Chris Grant.  Jim Moody (far right) is in training as an operator.
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Facility Developments

Data Analysis,
Visualization, and Modeling

Software Developments
This has been an exciting year in the area of

data visualization and analysis software development
with numerous additions to the NCNR’s growing suite

of software tools as well as many enhanced capabilities
in the existing software.  Version 1.0 of DAVE (the Data

Analysis and Visualization Environment), is a comprehen-
sive set of software tools developed for the interpretation
of inelastic neutron scattering data, and was released last
year (see Fig. 1).  DAVE is a feature-rich application under
extensive development as its user base grows and addi-
tional requests are accommodated. Some of the new
capabilities added this year include enhancements in
visualization with fully customizable plots in one and two
dimensions, proper handling for single crystal time-of-
flight data, new capabilities for exploring and analyzing
multiple datasets, and a new module allowing users to fit
parameterized models of S(Q,ω) to 2-dimensional data.
These additions are currently undergoing extensive beta
testing and are available in the current development version
of DAVE (http://www.ncnr.nist.gov/dave/).

The Igor Pro-based SANS data reduction and
analysis software developed at the NCNR has proven to be
very popular with facility users. The Ultra Small-Angle
Neutron Scattering (USANS) instrument at BT-5 extends
the lowest momentum transfer Q reached by SANS by
nearly two orders of magnitude. In response to users’
needs, Igor Pro-based software has been developed to
allow user-friendly reduction of USANS data sets. The
software allows experimenters to inspect raw USANS data
and to interactively reduce them into a fully corrected
USANS data set (see Fig. 2).

A team from the NCNR, the University of Maryland,
Baltimore County, and from Los Alamos National Labora-
tory (LANL) are developing a SANS-Modeler software
package.  This package is a web-based (http://
sans.chem.umbc.edu/) molecular modeling tool to aid
users performing Small Angle Neutron Scattering experi-
ments on biological macromolecules.  The web site is a
compilation of software developed over the years at both
the NIST Center for Neutron Research and LANL.

Fig. 1.  Victoria Garcia-Sakai and Janna Maranas (Pennsylvania State
University) inspect some of their DCS data using the DAVE software
package.

Currently users can calculate the contrast factor for
nucleic acids and proteins as well as for protein/nucleic
acid complexes, simulate a molecular structure using
simple shapes such as spheres, cylinders and helices and
generate model SANS data, and align two macromolecular
structures from which the model SANS data can be
calculated.  Furthermore users can calculate model SANS
data from high-resolution x-ray crystallography or NMR
structures that are written in the format recognized by the
Research Collaboratory for Structural Bioinformatics
(RCSB) Protein Data Bank (PDB).    In addition to the on-
line modeling capabilities SANS-Modeler also allows 3-D
visualization of protein structures.  Currently, SANS-
Modeler is being tested and planned release to the general
SANS community is scheduled for later this year.

Over the past year our reflectometry fitting software
has been greatly refined and it is now available for different
operating system platforms, including Linux, Windows,
Mac OS/X, and SGI’s IRIX.  Installation is as simple as
dragging a single file onto the desktop.  With its context
sensitive help facility and graphical user interface it is easy
for novice users to analyze their data.  With access to the
underlying scripting language, it is a powerful and flexible
tool for experts.  This software is gaining wide acceptance
in the NCNR reflectivity user community as the standard
tool for data reduction and analysis.  From the NOBUGS
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Facility Developments

2002 conference in November and from presentations
inside NIST, we are now interacting with other US neutron
facilities to further improve the software and explore the
possibility for broader use.

EXPGUI, the NCNR-developed graphical interface to
the Los Alamos GSAS crystallography package continues
to impact the Rietveld community. In the past year, the
software was downloaded well over a thousand times and
the web pages were viewed more than one hundred
thousand times. The user-friendly nature of the EXPGUI
package is attractive to students and the program has now
been integrated into a number of university courses. It has
also been widely taught in workshops, for example at the
recent Oak Ridge National Lab’s NICEST workshop, the
Georgia Tech Advanced Rietveld Short Course and the
American Crystallographic Society’s annual summer
crystallography course. Requests for program enhance-
ments, as well as new features added to the software, are
tracked on the NCNR website (www.ncnr.nist.gov/xtal/
software/expgui/wishlist.html). In FY2003, requests
outstripped the Crystallography team’s ability to respond.
The major new features added to the code were:

• CIF: The IUCr’s standard format, the crystallo-
graphic information file (CIF), including the powder
diffraction extensions (pdCIF) have been implemented.

[Toby, B. H., Von Dreele, R. B. & Larson, A. C. “Reporting
of Rietveld Results Using pdCIF: GSAS2CIF,” J. Appl.
Cryst. 36, 1290 (2003).]

• Instrument parameter file editor: GSAS instrument
parameter files describe the diffraction instrument and
provide a starting point for the refinement. While users at
the NCNR receive an accurate file for BT-1, building or
finding an appropriate file for many other instruments has
been a major trouble spot for many other users. The new
editor shows the contents of the file and the options in an
easy-to-understand fashion. It can also be used to create
new instrument parameter files “from scratch.”

• POWPREF warning: The POWPREF program is
used in GSAS to map reflections to the powder diffraction
data points. It must be rerun when the data range changes
or if phases are added. Neophyte (and occasionally
experienced) users may run into problems when they fail
to run this program. EXPGUI now tracks these types of
actions and reminds users to run the POWPREF program
before attempting a refinement.

• Other enhancements include: new data and
coordinate export abilities, ability to read in multiple
datasets in a single step. Also, all reported bugs were fixed.

Data Acquisition
and Instrument Control

Nearly every NCNR instrument relies on motors to
position neutron optical elements and to orient the sample.
The NCNR is in the process of replacing the motor control
hardware with a new architecture to improve the service-
ability and reliability of these critical systems (Fig. 3). The
new architecture employs VME-based computers and
motor indexers with an NCNR-designed chassis for
multiple motor driver modules.  Extensive use is made of
commercial, off-the-shelf components through vendor-
neutral interfaces. The chassis system features standard-
ized connectors, jumpers and dip-switches to facilitate
configuring the motor control system in the field. The
complete system is capable of controlling up to 64 en-
coder-equipped motors using a full spectrum of motion
control features. The new system has been deployed on
the BT-8 DARTS instrument and on the NG-7 reflecto-
meter.

Another major standardization effort has been
the development of a standard control and
readout interface for linear and area neutron
detectors.  This system is a PC-based
histogrammer that interfaces with the
detectors through either vendor-

Fig. 2.  A screenshot of USANS data reduction software, showing the
raw scattering of the sample and empty cell, and the (rescaled) corrected
USANS data. The user can override any of the automatically determined
parameters, and the effects are directly visualized in the graph.
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supplied electron-
ics or through standard

NIM hardware using a high-
speed digital I/O bus that is

controlled over Ethernet using a
simple, NCNR-designed protocol.  Over

the past year, this system has been suc-
cessfully used on the NG-1 reflectometer,

NG-1 SANS, and the NG-5 Neutron Spin Echo
Spectrometer.

Sample Environment Equipment
There have been a number of improvements made

to the equipment pool and support infrastructure for
sample environments at the NCNR.  The 9 Tesla horizontal
field superconducting magnet with single crystal windows
has been customized for SANS and USANS studies
(Fig. 4).  A pulse tube refrigerator capable of temperatures
in the range of 4 K to 300 K has been integrated into the
BT-1 powder diffractometer as a dedicated unit.  A new
closed-cycle refrigerator was added for general purpose
use providing sample temperatures over a wide range:  7 K
to 800 K. A new liquid helium cryostat, designed especially
for the DCS instrument, was purchased and provides
temperatures in the range of 1.5 K to 300 K.  New support
equipment includes: needle valve heaters for clearing
blocked liquid helium cryostats, helium transfer stations at
key locations, a new equipment preparation area at the
north end of the Guide Hall, and new or updated user
manuals for most of the equipment.

BT-7 Double Focusing Triple Axis
Spectrometer Development

A new double focusing triple axis spectrometer for
BT-7, is at an advanced stage of development, with
installation planned for early next year.    Highlights from
this year’s activities include delivery of the monochromator
drum shields, completion of the double focused monochro-
mator using Cu(311) and PG(002), installation of the
instrument shutter system and incident beam collimation
system, completion of the sample goniometer “bucket,”
and final testing of the air pad floor system.  Final design,
fabrication and testing are currently underway for the new
analyzer system and for the data acquisition and instrument
control system.

Fig. 3.  Doris Kendig (NCNR) adjusts motor drivers on the new motor
control system.

Fig. 4.  Rachel Anderman (NCNR) fills the new 9T horizontal field
superconducting magnet with helium.
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High resolution powder diffractometer (BT-1)
J. K. Stalick, (301) 975-6223, judith.stalick@nist.gov

B. H. Toby, (301) 975-4297, brian.toby@nist.gov

DARTS, Residual stress and texture
diffractometer (BT-8)

H. J. Prask, (301) 975-6226, hank@nist.gov
T. Gnäupel-Herold, (301) 975-5380, thomas.gnaeupel-

herold@nist.gov

30-m SANS instrument (NG-7)
C. J. Glinka, (301) 975-6242, cglinka@nist.gov
J. G. Barker, (301) 975-6732, john.barker@nist.gov
L. Porcar, (301) 975-5049, lionel.porcar@nist.gov

30-m SANS instrument (NG-3) (CHRNS)
B. Hammouda, (301) 975-3961, hammouda@nist.gov
S. R. Kline, (301) 975-6243, steven.kline@nist.gov
D. Ho, (301) 975-6422, derek.ho@nist.gov

8-m SANS instrument (NG-1)
D. Ho, (301) 975-6422, derek.ho@nist.gov
C. J. Glinka, (301) 975-6242, cglinka@nist.gov
J. G. Barker, (301) 975-6732, john.barker@nist.gov

USANS, Perfect SANS (BT-5) (CHRNS)
J. G. Barker, (301) 975-6732, john.barker@nist.gov
M.-H. Kim, (301) 975-6469, man-ho.kim@nist.gov
C. J. Glinka, (301) 975-6242, cglinka@nist.gov

Cold neutron reflectometer-vertical sample-polarized beam option
(NG-1)

C. F. Majkrzak, (301) 975-5251, cmajkrzak@nist.gov
J. A. Dura, (301) 975-6251, jdura@nist.gov

Advanced neutron diffractometer/reflectometer (NG-1):
M. Lösche, (301) 975-8128, loesche@nist.gov
TBA

Cold neutron reflectometer-horizontal sample (NG-7)
S. K. Satija, (301) 975-5250, satija@nist.gov
Young-Soo Seo, (301) 975-5660, ysseo@nist.gov

Triple-axis polarized-beam spectrometer (BT-2)
J. W. Lynn, (301) 975-6246, jeff.lynn@nist.gov
R. W. Erwin, (301) 975-6245, rerwin@nist.gov

Triple-axis fixed incident energy spectrometer (BT-7)
J. W. Lynn, (301) 975-6246, jeff.lynn@nist.gov
R. W. Erwin, (301) 975-6245, rerwin@nist.gov

Triple-axis spectrometer (BT-9)
R. W. Erwin, (301) 975-6245, rerwin@nist.gov
P. M. Gehring, (301) 975-3946, pgehring@nist.gov

SPINS, Spin-polarized triple-axis spectrometer (NG-5) (CHRNS)
S-H. Lee, (301) 975-4257, seung-hun.lee@nist.gov
S. Park, (301) 975-8369, sungil.park@nist.gov

FANS, Filter-analyzer neutron spectrometer (BT-4)
T. J. Udovic, (301) 975-6241, udovic@nist.gov
C. M. Brown, (301) 975-5134, craig.brown@nist.gov

FCS, Fermi-chopper time-of-flight spectrometer (NG-6)
C. M. Brown, (301) 975-5134, craig.brown@nist.gov
T. J. Udovic, (301) 975-6241, udovic@nist.gov

DCS, Disk-chopper time-of-flight spectrometer (NG-4) (CHRNS)
J. R. D. Copley, (301) 975-5133, jcopley@nist.gov
I. Peral, (301) 975-6235, inma@nist.gov
Y. Qiu., (301) 975-3274, yiming.qiu@nist.gov

HFBS, High-flux backscattering spectrometer (NG-2) (CHRNS)
Z. Chowdhuri, (301) 975-4404, zema.chowdhuri@nist.gov
E. Mamontov, (301) 975-6232, mamontov@nist.gov

NSE, Neutron spin echo spectrometer (NG-5) (CHRNS)
N. S. Rosov, (301) 975-5254, nrosov@nist.gov
D. Bossev, (301) 975-4662, dobrin.bossev@nist.gov

Prompt-gamma neutron activation analysis (NG-7)
R. M. Lindstrom, (301) 975-6281, dick.lindstrom@nist.gov
R. L. Paul, (301) 975-6287, rpaul@nist.gov

Other activation analysis facilities
R. R. Greenberg, (301) 975-6285, rgreenberg@nist.gov

Cold neutron depth profiling (NG-0)
G. Lamaze, (301) 975-6202, lamaze@nist.gov

Instrument development station (NG-0)
D. F. R. Mildner, (301) 975-6366, mildner@nist.gov

Neutron interferometer (NG-7)
M. Arif, (301) 975-6303, muhammad.arif@nist.gov

Fundamental neutron physics station (NG-6)
M. S. Dewey, (301) 975-4843, mdewey@nist.gov

Theory and modeling
N. F. Berk, (301) 975-6224, nfb@nist.gov
T. Yildirim, (301) 975-6228, taner@nist.gov

Sample environment
D. C. Dender, (301) 975-6225, dender@nist.gov
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For copies of or information on this report, contact:

Ronald L. Cappelletti
(301) 975-6221

ron.cappelletti@nist.gov

For additional information on the facility, contact:

J. Michael Rowe
(301) 975-6210

mike.rowe@nist.gov

John J. Rush
(301) 975-6231

john.rush@nist.gov

To obtain guidelines for preparing proposals
to conduct research at the facility, contact:

William A. Kamitakahara
(301) 975-6878

william.kamitakahara@nist.gov

Location of all contacts:

NIST Center for Neutron Research
100 Bureau Drive, Mail Stop 8562

Gaithersburg, MD 20899-8562

Please visit our website for further information:
www.ncnr.nist.gov
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