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# ASYMPIOTIC SOLUTION OF VAN DER EOL＇S EQUATION ${ }^{1}$ <br> A．A．Dorodnicyn［Dorodnitsyn］ 

## Moscow

1．Statement of the problem．In this article is considered the solution of Van der Pol＇s equation

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}-v\left(1-x^{2}\right) \frac{d x}{d t}+x=0 \tag{1.1}
\end{equation*}
$$

for large values of the parameter $\nu$ 。
In the phase plane $x p$ ，equation（1．1）is transformed into the form
（1．2）$\quad p p^{2}-\nu\left(1-x^{2}\right) p+x=0 \quad\left(p=\frac{d x}{d t}\right)$
where the prime sign denotes differentiation with respect to $x$ 。
The solution of this equation has the character schematically represented in Fig。 1 （for the limit cycle）．

It is known that in domain I and in domain III the solution of equation（1．2）tends to the solutions of the＂shortened＂equations

$$
\begin{equation*}
p p^{8}-\nu\left(1-x^{2}\right) p=0 \tag{1.3}
\end{equation*}
$$

$$
\begin{equation*}
-\nu\left(1-x^{2}\right) p+x=0 \tag{1.4}
\end{equation*}
$$

respectively。
lerikladnaîa matematika i mekhanika。 Vol。XI，1947，ppo 313－328．$_{\text {g }}$


The domains in which these two limit solutions are suitable are not, however, contiguous, and therefore these solutions cannot be linked. We do not know how to choose the constant of integration in equation (l.3) so that for the analytic continuation of the solution into domain III this solution shall pass into that which tends to the solution of the second equation, (1.4).

In the present paper we introduce two "connecting ${ }^{88}$ domains II and IV, for which are established singular asymptotic solutions of equation (1.2), different from the solutions of the " shortened equations (1.3) and (1.4). Domains $I_{9}$ II, $_{3}$ III, and IV overlap each other, the possio bility being thus obtained of finding the complete solution for the entire cycle accurate to quantities of any order of smallness relative to $\nu$ 。
2. Solution for domain $I$. Denoting by $a_{1}$ and $a_{2}$ the values of $x$ for which $p=0$ (for the limit cycle $a_{1}=a_{2}=a_{9}$ where $a$ is the amplitude of the steady-state automoscillations), we will define two parts of domain I thus:

$$
\begin{aligned}
& -1+\epsilon<x<a_{1}=\epsilon, \quad \mathrm{p}>0, \quad \epsilon>0 \\
& -a_{2}+\epsilon<x<1=\epsilon, \quad \mathrm{p}<0, \quad \epsilon>0
\end{aligned}
$$

It will obviously be sufficient to consider the solution in one of the parts of domain $I_{8}$ say the first. We seek the solution in the form

$$
\begin{equation*}
p=\nu \sum_{n=0}^{\infty} f_{n}(x) \nu^{-2 n} \tag{2.1}
\end{equation*}
$$

Substituting (2.1) in (1.2) and equating the coefficients of like powers of $\nu_{9}$ we obtain the recurrent system of equations:

$$
f_{0}^{\prime}=1 \infty x^{2}, \quad f_{0} f_{1}^{8}=-x \quad ; \quad-f_{0} f_{2}^{\prime \prime}=f_{1} f_{1}^{1}, \cdots 0,
$$

$$
\begin{equation*}
f_{0} f_{n+1}^{\prime}=\infty \sum_{k \approx 1}^{n} f_{k} f_{n+1}^{\prime}=k \tag{2.2}
\end{equation*}
$$

whose solution is elementary. Thus for the first two functions we have

$$
\begin{equation*}
f_{0}(x)=c+x-\frac{1}{3} x^{3} \tag{2.3}
\end{equation*}
$$

$$
f_{1}(x)=\frac{x_{1}}{x_{1}^{2}-1}\left[\log \left(1-\frac{x}{x_{1}}\right)-\frac{1}{2} \log \frac{\left(2 x+x_{1}\right)^{2}+3\left(x_{1}^{2}-4\right)}{4\left(x_{1}^{2}-3\right)}\right]
$$

$$
\begin{equation*}
+\frac{x_{1}^{2}-2}{x_{1}^{2}-1} \sqrt{\frac{3}{x_{1}^{2}-4}}\left[\operatorname{arctg} \frac{2 x+x_{1}}{\sqrt{3\left(x_{1}^{2}-4\right)}}=\operatorname{arc} \operatorname{tg} \frac{x_{1}}{\sqrt{3\left(x_{1}^{2}-4\right)}}\right] . \tag{2:4}
\end{equation*}
$$

Here, in (2.4), by $x_{1}$ is denoted the real (positive) root of the equation $f_{0}(x)=c+x-\frac{x^{\frac{3}{3}}}{3}=0$, and it is assumed that $c>2 / 3$ (which holds, for example, for the limit cycle).

The functions $f_{n}(x)$ have a singularity in the neighborhood of the point $x=x_{1}$ 。 From system (2.2) it is not hard to discover the charac ter of these singularities, namely:

$$
\begin{equation*}
f_{n}(x) \sim \frac{\left[\log \left(x-x_{1}\right)\right]^{n-1}}{\left(x-x_{1}\right)^{n-1}} \tag{2.5}
\end{equation*}
$$

Hence it follows that series (2.1) preserves its asymptotic characm ter up to values of $x$ satisfying the condition $O\left(x_{1}-x\right)>O\left(\log \nu / \nu^{2}\right)$ 。

In particular, series (2.1) is an asymptotic series for $x=x_{1}-0\left(\frac{1}{\bar{V}}\right)$. Here $p$ will be of the order of unity. We shall utilize this in what is to follow.

We exhibit the expansions of the first three functions $f_{n}(x)$ in the neighborhood of $x_{1}$ :

$$
f_{0}(x)=-\left(x_{1}^{2}-1\right)\left(x-x_{1}\right)-x_{1}\left(x-x_{1}\right)^{2}-\frac{1}{3}\left(x \infty x_{1}\right)^{3}
$$

$$
f_{1}(x)=\frac{x_{1}}{x_{1}^{2}-1} \log \left(1-\frac{x}{x_{1}}\right)+g-\frac{1}{\left(x_{1}^{2}-1\right)^{2}}\left(x-x_{1}\right)
$$

(2.6)

$$
-\frac{x_{1}\left(x_{1}^{2}-4\right)}{6\left(x_{1}^{2}-1\right)^{3}}\left(x-x_{1}\right)^{2}+\frac{x_{1}^{4}-3 x_{1}^{2}-1}{9\left(x_{1}^{2}-1\right)^{4}}\left(x-x_{1}\right)^{3} \ldots
$$

$$
\begin{aligned}
f_{2}(x)= & -\frac{x_{1}^{2}}{\left(x_{1}^{2}-1\right)^{3}} \log \left(1-\frac{x}{x_{1}}\right)\left[\frac{1}{x-x_{1}}+\frac{1+g\left(1+x_{1}^{2}\right)}{x_{1}^{2}\left(x_{1}^{2}-1\right)}+\cdots\right] \\
& -\frac{(1+g) x_{1}^{2}}{\left(x_{1}^{2}-1\right)^{3}} \frac{1}{x-x_{1}}-\frac{x_{1}\left(x_{1}^{2}+1\right)}{2\left(x_{1}^{2}-1\right)^{4}} \log ^{2}\left(1-\frac{x}{x_{1}}\right)+\cdots
\end{aligned}
$$

where
(2.7) $\quad g=\frac{x_{1}}{x_{1}^{2}-1}\left[\frac{\sqrt{3}\left(x_{1}^{2}-2\right)}{x_{1} \sqrt{x_{1}^{2}-4}} \operatorname{arc} \operatorname{tg} \frac{x_{1} \sqrt{x_{1}^{2}-4}}{\sqrt{3}\left(x_{1}^{2}-2\right)}-\frac{1}{2} \log \frac{3\left(x_{1}^{2}-1\right)}{x_{1}^{2}-3}\right]$.

We will not present here proof of the convergence of series (2.1). This proof is obtained from a consideration of solution (1.2) by the method of successive approximations:

$$
p_{0}^{1}=v\left(1-x^{2}\right), \cdots 0, \quad p_{n+1}^{1}=\nu\left(1-x^{2}\right)-\frac{x}{p_{n}}
$$

which converge in domain $I_{0}$ After this, estimating the difference $p_{n+1}-p_{n,}$ we become convinced that it has the order $\nu^{-(2 n+1)}$, whence indeed follows the convergence of expansion (2:1) (at least the asympo totic convergence).
3. Solution for domain II. Domain II is the neighborhood of the point $p=0, x=a_{1}, x=-a_{2}$. For definiteness we will consider the part of domain II corresponding to the neighborhood of the point $p=0_{2}$ $x=a_{1}$. We will introduce the variable $q=-2 p$ and seek $x$ as a fundtron of $q$. Equation (1.2) is written in the form:

$$
\begin{equation*}
\frac{d x}{d q}=\frac{1}{\nu^{2}} \frac{q}{q\left(x^{2}-1\right)-x} \tag{3.1}
\end{equation*}
$$

The solution of this equation we will represent in the form:

$$
\begin{equation*}
x=\sum_{n=0}^{\infty} x_{n}(q) y^{-2 n} \tag{3.2}
\end{equation*}
$$

Substitution of this expression in equation (3.1) gives a recurrent system of equations for the determination of the functions $\chi_{n}(q)$. We obtain

$$
\begin{gathered}
x_{0}^{1} \equiv 0, X_{0}=a_{1} \\
{\left[q\left(a_{1}^{2}-1\right)-a_{1}\right] x_{1}^{\prime}=q,\left[q\left(a_{1}^{2}-1\right)-a_{1}\right] x_{2}^{1}=\left(1-2 a_{1} q\right) x_{1} x_{1}^{q}}
\end{gathered}
$$

$$
\begin{gather*}
{\left[q\left(a_{1}^{2}-1\right)-a_{I}\right] x_{n+1}^{i}=\sum_{k=1}^{n} x_{k} x_{n+1-k}-q \sum_{\alpha, \beta, \gamma} x_{\alpha}^{i} x_{\beta} x_{\gamma}}  \tag{3.3}\\
(\alpha+\beta+\gamma=n+1 \quad, \quad 1 \leq \alpha \leq n \quad, \quad 0 \leq \beta \leq n \quad, \quad 0 \leq \gamma \leq n) \quad
\end{gather*}
$$

The solution of this system is elementary. For the first two functions $\chi_{n}(q)$ we have

$$
\begin{aligned}
X_{1}(q)= & \frac{1}{a_{1}^{2}-1}\left[q+\frac{a_{1}}{a_{1}^{2}-1} \log \left(1-\frac{a_{1}^{2}-1}{a_{1}} q\right)\right] \\
X_{2}(q)= & \frac{a_{1}}{\left(a_{1}^{2}-1\right)^{4}}\left\{\left(a_{1}^{2}-1\right) q\left(q+\frac{a_{1}^{2}+1}{a_{1}\left(a_{1}^{2}-1\right)}\right)+\left[\frac{a_{1}^{2}+1}{a_{1}^{2}-1}+2 a_{1} q\right.\right. \\
& \left.\left.-2\left(a_{1}^{2}-1\right) q^{2}\right] \frac{\log \left[1-q\left(a_{1}^{2}-1\right) / a_{1}\right]}{1-q\left(a_{1}^{2}-1\right) / a_{1}}+\frac{3 a_{1}^{2}+1}{2\left(a_{1}^{2}-1\right)} 10 g^{2}\left(1-\frac{a_{1}^{2}-1}{a_{1}} q\right)\right\} .
\end{aligned}
$$

The functions $X_{n}(q)$ have singularities for $q \rightarrow a_{1} /\left(a_{1}^{2}-1\right)$ and for $q \rightarrow-\infty$. Let us discover the character of these singularities. From formulas (3.4) it is evident that for $q_{1} \rightarrow a_{1} /\left(a_{1}^{2}-1\right)$ the function $X_{1}$ has a singularity of the form $\log (1-u)$, and $\chi_{2}$ a singularity of the form $(I-u)^{-1} \log (I-u)$, where $u=q\left(a_{l}^{2}-I\right) / a_{I}$. We then easily obtain from system (3.3) that generally

$$
\begin{equation*}
\chi_{n} \sim\left[\frac{\operatorname{Iog}(I-u)}{I-u}\right]^{n-1} \tag{3.4}
\end{equation*}
$$

Hence it follows that series (3.2) preserves its asymptotic character up to values of $q$ satisfying the condition

$$
0\left(\frac{a_{1}}{a_{1}^{2}-1}-q\right)>0\left(\frac{10 \operatorname{l} \nu}{\nu^{2}}\right)
$$

Analogously for large negative values of $q$ we obtain $X_{I} \sim q_{g}$ $X_{2} \sim q^{2}$ and generally $X_{n} \sim q^{n}$. Thus for negative values of $q$ series (3.2) preserves its asymptotic character up to values of $q$ bounded by the inequality $O(q)<O\left(\nu^{2}\right)$. In particuliar, asymptotic convergence obtains for $q=-\nu(p=1)$ 。

We will not adduce proof of the convergence of series (3.1)
either. It is not difficult to obtain this proof from the solution of equation (3.1) by the method of successive approximations, setting

$$
x_{0} \equiv a_{1}, \frac{d x_{n+1}}{d q}=\frac{1}{\nu^{2}} \frac{q}{q\left(x_{n}^{2}-1\right)-x_{n}} .
$$

For linking the solutions obtained for domains $I$ and $I I^{\text {, the }}$ constant $a_{1}$ must be determined in accordance with the assigned value of the constant $c$ in (2.3) or, what is the same thing, in accordance with a given value of $x_{1}$. Since series (2.1) converges asymptotically up to the values of x for which $\mathrm{p}=0(1)$, and since it is for these values that series (2.3) converges, we obtain the possibility of linking solutions (2.1) and (3.2). Putting $p=1(q=-\nu)$ in (2.1) and (3.2), we obtain two equations in the two unknowns $x^{*}$ and $a_{1}$ :

$$
\begin{equation*}
I=\nu \sum_{n=0}^{\infty} f_{n}\left(x^{*}\right) \nu^{-2 n}, x^{*}=\sum_{n=0}^{\infty} x_{n}(-\nu) \nu^{-2 n} \tag{3.5}
\end{equation*}
$$

The solution reduces to finding $x^{*}$ from the first of equations (3.5), and next-mby the $x^{*}$ found-wfinding, from the second equation of (3.5), $a_{1}$, which figures in the expressions for the functions $X_{n}(q)$ 。

Substituting for the functions $f_{n}\left(x^{*}\right)$ their expressions (2.6), we will find $x^{*}$ by the method of iterations. Wanting to obtain $x^{*}$ with a definite accuracy, we stop the process of iterations when subsequent iterations do not alter the quantities of a given order of smallness relative to $\nu$. Thus, for example, the functions cited in (2.6) are sufficient for the computation of $x^{*}$ accurate to a quantity of the order $\log ^{2} \nu / \nu^{4}$. Accurate to quantities of the order of $1 / \nu^{3}$, performe ing three iterations, we obtain

$$
\begin{align*}
x^{*}= & x_{1}-\frac{1}{\nu} \frac{1}{x_{1}^{2}-1}-\frac{\log \nu}{\nu^{2}} \frac{x_{1}}{\left(x_{1}^{2}-1\right)^{2}} \\
& -\frac{1}{\nu^{2}}\left[\frac{x_{1}}{\left(x_{1}^{2}-1\right)^{2}} \log x_{1}\left(x_{1}^{2}-1\right)-\frac{\left.\frac{1}{x_{1}^{2}-1}+\frac{x_{1}}{\left(x_{1}^{2}-1\right)^{3}}\right]}{}\right.  \tag{3.6}\\
& -\frac{\log \nu}{\nu^{3}} \frac{2 x_{1}}{\left(x_{1}^{2}-1\right)^{4}}+O\left(\frac{1}{\nu^{3}}\right)
\end{align*}
$$

Proceeding in exactly the same way with the second equation of (3.5), we obtain for $a_{1}$ the expression
(3.7) $a_{1}=x_{1}-\frac{\log \nu}{\nu^{2}} \frac{2 x_{1}}{\left(x_{1}^{2}-1\right)^{2}}-\frac{1}{\nu^{2}}\left[\frac{2 x_{1}}{\left(x_{1}^{2}-1\right)^{2}} \log \left(x_{1}^{2}-1\right)-\frac{g}{x_{1}^{2}-1}\right]+0\left(\frac{1}{\nu^{3}}\right)$
4. Solution for domain III. Domain III is defined by the inter val of variation of the variables

$$
\begin{aligned}
& a_{1}-\epsilon>x>1+\epsilon, \quad \mathrm{p}<0, \quad \epsilon>0 ; \\
& -a_{2}+\epsilon<x<-1-\epsilon, \quad \because p>0, \quad \epsilon>0
\end{aligned}
$$

Domain III has this essential significance for relaxation oscillations, that when the oscillatory system falls into this region, it at once passes, with a high degree of accuracy, to steady-state autom oscillations. We will dwell in detail on the obtaining of the solution in this region.

First we will find a particular solution satisfying the condition $p \rightarrow 0$ for $x \rightarrow \infty$, denoting this solution by $P(x)$. This is precisely the
solution for whose expansion the solution of the second shortened Van der Pol equation, (1.4), is the principal term. We therefore put $(4.1)^{1)}$

$$
P(x)=-\frac{x}{\mathcal{U ( x ^ { 2 } - 1 )}}+\pi(x)
$$

(we are considering that part of domain III for which $p<0$ ). Then for the function $\pi(x)$ we obtain the equation
(4.2) $\pi^{8}(x)-\left[2 \frac{2\left(x^{2}-1\right)^{2}}{x}+\frac{x^{2}+1}{x\left(x^{2}-1\right)}\right] \pi(x)=-\frac{x^{2}+1}{v\left(x^{2}-1\right)^{2}}+\frac{v\left(x^{2}-1\right)}{x} \pi \pi^{8}$.

Regarding the right side of equation (4.2) as the free termg we reduce equation ( 4.2 ) to an integral equation:
(4.3) $\pi(x)=\frac{1}{x^{3}} F(x)+y \frac{x^{2}-1}{x} e^{\nu^{2} k(x)} \int_{\infty}^{x} e^{-y^{2} k(\xi)} \pi \pi^{8} d \xi$
where

$$
F(x)=v^{2} \frac{x^{2}-1}{x} v^{2} k(x) \int_{x}^{\infty} e^{-\nu^{2} k(\xi) \xi\left(\xi^{2}+1\right)} \frac{\left(\xi^{2}-1\right)^{3}}{(\xi \xi}
$$

(4.4)

$$
k(x)=\frac{1}{4} x^{4}-x^{2}+\log x+\frac{3}{4}
$$

and $k(1)=0, k(x)>0$ for $x>1$, and $k^{\prime}(x)=\left(x^{2}-1\right)^{2} / x>0$.
Moreovex, it is easily seen that $F(x)=O(I)$. Indeed, integrating (4.4) once by parts, for which we multiply and divide the integrand by $k^{8}(\xi)$, we obtain

1) Editor ${ }^{8}$ s note: Formulas (3.8) and (3.9) do not appear in the original paper.

$$
F(x)=\frac{\left(x^{2}+1\right) x}{\left(x^{2}-1\right)^{4}}-\frac{x^{2}-1}{x} \nu^{2} k(x) \int_{x}^{\infty} e^{-\nu \nu^{2} k(\xi) \frac{6 \xi^{5}+12 \xi^{3}+2 \xi}{\left(\xi^{2}-1\right)^{6}} d \xi}=0(1)
$$

and, in addition, since $F(x)>0$ and the integral term in the last expression is positive, we have

$$
\begin{equation*}
F(x) \leq \frac{\left(x^{2}+1\right) x}{\left(x^{2}-1\right)^{4}} \tag{4.5}
\end{equation*}
$$

Next performing an integration by parts in equation (4.3), we shall have reduced it to a non-linear integral equation,

$$
\pi(x)=\frac{1}{\nu^{3}} F(x)+\frac{\nu}{2} \frac{x^{2}-1}{x} \pi^{2}(x)
$$

$(4.6)$

$$
+\frac{\nu^{3}}{2} \frac{x^{2}-1}{x} e^{\nu^{2} k(x)} \int_{\infty}^{x} e^{-\nu^{2} k(\xi)}\left(\xi^{2}-1\right)^{2} \pi^{2}(\xi) \frac{d \xi}{\xi}
$$

Lastly, replacing the sought function by the formula
(4.7)

$$
\pi(x)=\frac{2 x}{x^{2} \min } \sin
$$

we shall have for $\omega(x)$ the integral equation
$\left(4\right.$ 8) $\quad \omega(x)=\frac{1}{\nu^{3}} f(x)+\nu \omega^{2}(x)+\nu^{3} \frac{\left(x^{2}-1\right)^{2}}{x^{2}} e^{2} \xi(x) \int_{\infty}^{x} e^{-\nu^{2} k(\xi) \xi \omega^{2}(\xi) d \xi}$
where

$$
\begin{equation*}
f(x)=\frac{x^{2}-1}{2 x} F(x) \tag{4.9}
\end{equation*}
$$

We solve this equation by the method of successive approximations, putting
(4.10)

$$
\omega_{1}(x)=\frac{1}{\nu^{3}} f(x)
$$

$\omega_{n+1}(x)=\frac{1}{\nu^{3}} f(x)+\nu \omega_{n}^{2}(x)+\nu^{3\left(x^{2}-1\right)^{2}}{x^{2}}^{2} \nu^{2} k(x) \int_{\infty}^{x} e^{-\nu \nu^{2} k(\xi)} \xi \omega_{n}^{2}(\xi) d \xi \quad$.
Denoting max $|f(x)|$ by $M$ and $\max \left|\omega_{n}\right|$ by $\Omega_{n}$ in the interval $1+\varepsilon<x \leq \infty$, we shall have the estimate

$$
\begin{gathered}
\Omega_{1}=\frac{M}{\nu^{3}} \\
\cdots \\
s_{n+1} \leqslant \frac{M}{\dot{\nu}^{3}}+\nu \delta_{n}^{2}+\nu^{3} \Omega_{n}^{2} \max \left|e^{\nu^{2} k(x) \frac{\left(x^{2}-1\right)^{2}}{x^{2}}} \int_{\infty}^{x} e^{-\nu^{2} k(\xi)} \xi d \xi\right|
\end{gathered}
$$

Since $\xi^{2} /\left(\xi^{2}-1\right)^{2}$ is a monotonically decreasing function, we have

$$
\begin{gathered}
e^{\nu^{2} k(x)\left(x^{2}-1\right)^{2}} \int_{x}^{\infty} e^{-\nu)^{2} k(\xi)} \xi d \xi \\
=e^{\nu^{2} k(x)} \frac{\left(x^{2}-1\right)^{2}}{x^{2}} \int_{x}^{\infty} e^{-\nu^{2} k(\xi)_{k^{\prime}}(\xi) \frac{\xi^{2}}{\left(\xi^{2}-1\right)^{2}} d \xi<\frac{1}{\nu^{2}} .}
\end{gathered}
$$

Accordingly
(4.11)

$$
\Omega_{1}=\frac{M}{\nu^{3}}, \cdots, \Omega_{n+1} \leq \frac{M}{\nu^{3}}+2 \nu \Omega_{n}^{2} .
$$

Let us consider the series of relations

$$
Y_{I}=\frac{M}{\nu^{3}}, \cdots, Y_{n+I}=\frac{M}{\nu^{3}}+2 \nu Y_{n}^{2} .
$$

This series is formed during the solution, by the method of iterations, of the equation $Y=M / \nu^{3}-2 \nu Y^{2}$, and converges, if this equation has real roots, to the lesser root. From the condition of the reality of the roots, we obtain that the process of iterations conm verges as long as $8 \mathrm{M} / \nu^{2}<$ I。

Since

$$
f(x)<\frac{\left(x^{2}+1\right) x}{2 x\left(x^{2}-1\right)^{3}}<\frac{1}{8(x-1)^{3}}
$$

the condition $8 \mathrm{M} / \nu^{2}<1$ can be represented in the form $x-1>\nu^{-2 / 3}$. On fulfillment of the condition $8 \mathrm{M} / \nu^{2}<1$, we shall have

$$
Y_{n}<Y=\frac{1}{4 \nu}-\sqrt{\frac{1}{16 \nu^{2}}-\frac{M}{2 \nu^{4}}}<\frac{2 M}{\nu^{3}}
$$

and consequently, so much the more will $\Omega_{n}<2 M / \nu^{3}$. From the boundedness of $\Omega_{n}$ promptly follows the convergence of the method of successive approximations. Indeed, from (4.13) we shall have

$$
\max \left|\omega_{n+1}-\omega_{n}\right|<4 y Y \max \left|\omega_{n}=\omega_{\tilde{m}-1}\right|
$$

and consequently the series

$$
\omega_{1}+\left(\omega_{2}-\omega_{1}\right)+\left(\omega_{3}-\omega_{2}\right)+\cdots
$$

converges if $4 \nu Y<I_{\text {, }}$, $i_{0}$, also for $8 M / \nu^{2}<I_{\text {, }}$, and thus the successive approximations converge uniformly to the solution of equation (4.8), given fulfillment of the condition $x-1>\nu^{-2 / 3}$ 。

Lastly，noting that $\omega_{n+1}-\omega_{n}=0\left(\nu^{-(2 n+3)}\right)$ and that $f(x)$ and each $\omega_{n}(x)$ are developable in asymptotic series in $\nu_{\text {g }}$ we conclude that the functions $\omega(x)$ ，which means $\pi(x)$ too，are expansible in asymptotic series in powers of $1 / \nu$ 。

This asymptotic expansion is most simply obtained directly from differential equation（1．2），setting

$$
\begin{equation*}
P(x) \approx-\frac{I}{\nu} \sum_{n=0}^{\infty} P_{n}(x) \nu^{-2 n} \tag{4.12}
\end{equation*}
$$

which gives

$$
P_{0}(x)=\frac{x}{x^{2}-1}, \quad P_{1}(x)=\frac{P_{0} P_{0}^{8}}{x^{2}-1}=-\frac{x\left(x^{2}+1\right)}{\left(x^{2}-1\right)^{4}}
$$

（4．13）

$$
P_{n+1}(x)=\frac{1}{x^{2}-1} \sum_{k=0}^{n} P_{k}^{\prime}(x) P_{n-k}(x)
$$

One is easily convinced that the functions $P_{n}(x)$ for $x \rightarrow 1$ have a singularity of the form $I /(x-1)^{3 n+1}$ ，and consequently series（ 4 。12） preserves its asymptotic character under the condition $O(x-1)>0\left(\nu^{-2 / 3}\right)$ ． We note that for an approach to the boundary of convergence $P(x)$ will have the order of $\nu^{-1 / 3}$ 。

Let us pass on to finding the solution in accordance with the assigned initial conditions．

In the preceding $\mathbb{N}_{-}$we had the possibility of obtaining the solu－ tion up to values of $p$ falling short of attaining the line $p=-x /\left[\nu\left(x^{2}-1\right)\right]$ by a quantity of the order of $\log \nu / \nu^{3}$ ．In particu－ lar，we could obtain the solution for

$$
p=p_{0}=-\frac{1}{\nu} \frac{a_{1}}{a_{1}^{2}-1}+\frac{1}{\nu^{2}}
$$

where $x$ differs from $a_{I}$ by a quantity of the order of $\log \nu / \nu$.
Thus we have to construct in domain III a solution satisfying the condition $p=p_{0}$ for $x=x_{0}$, where

$$
p_{0}+\frac{x_{0}}{\nu\left(x_{0}^{2}-1\right)}=0\left(\frac{1}{\nu^{2}}\right)>0
$$

We will seek the solution in the form
(4.14)

$$
p(x)=P(x)+\sigma(x)
$$

then for $\sigma(\mathrm{x})$ we obtain the equation

$$
\text { (4.15) } \quad P(x) \sigma^{\prime}(x)+\left[P(x)+\nu\left(x^{2}-1\right)\right] \sigma(x)=-\sigma(x) \sigma^{\prime}(x)
$$

which, analogously to what was done for $f(x)$, we reduce to the integral equation

$$
\sigma(x)=\frac{c}{\nu^{2}} \frac{n\left(x_{0}\right)}{n(x)} e^{-\nu^{2} m(x)}+\frac{\nu}{2 n(x)}\left[\sigma^{2}(x)=\sigma_{0}^{2} e^{-\nu \nu^{2} m(x)}\right]
$$

(4.16)

$$
+\frac{\nu^{3}}{2 n(x)} e^{-\nu^{2} m(x)} \int_{x_{0}}^{x} e^{\nu^{2} m(\xi) \frac{\xi^{2}-1}{n(\xi)^{2}} 0^{2}(\xi) d \xi}
$$

where we have used the notation
(4.17) $m(x)=\int_{x_{0}}^{x} \frac{x^{2}-1}{\nu P(x)} d x, \quad n(x)=\infty \nu P(x) \quad, \quad \sigma_{0}=\sigma\left(x_{0}\right)=\frac{c}{\nu^{2}}$

From expansion (4.12) it follows that

$$
\begin{equation*}
m(x)=O(I)>0, \quad n(x)=0(I)>0 \tag{4.18}
\end{equation*}
$$

In exactly the same way, from the initial conditions for $p$ one may consider $\mathrm{c}=\mathrm{O}(\mathrm{I})$ (or even less). Now put

$$
\begin{equation*}
\sigma(x)=2 n(x) e^{-\nu^{2} m(x)} s(x) ; \tag{4.19}
\end{equation*}
$$

we obtain for $s(x)$ the equation

$$
s(x)=\frac{1}{\nu^{2}} \not \partial(x)+\nu s^{2}(x) e^{-\nu^{2} m(x)}
$$

(4.20)

$$
+\frac{\nu^{3}}{n^{2}(x)} \int_{x_{0}}^{x} e^{-\nu^{2} m(\xi)} n(\xi)\left(\xi^{2}-1\right) s^{2}(\xi) d \xi
$$

where

$$
\phi(x)=\frac{n\left(x_{0}\right) c-c^{2} / \nu}{2 n^{2}(x)} .
$$

We will obtain the solution of this equation, again by the method of successive approximations, setting

$$
s_{1}(x)=\frac{1}{\nu^{2}} \phi(x)
$$

(4.2I)
$s_{n+1}(x)=\frac{1}{\nu^{2}} \phi(x)+\nu e^{\infty \nu^{2} m(x)} s_{n}^{2}(x)+\frac{\nu^{3}}{n^{2}(x)} \int_{x_{0}}^{x} e^{-\nu \nu^{2} m(\xi)} n(\xi)\left(\xi^{2}-1\right) s_{n}^{2}(\xi) d \xi \quad$.
Having denoted by $\Sigma_{n}$ the maximum of the modulus of $s_{n}(x)$ in the interval $\left(1+\epsilon, x_{0}\right)_{9}$ by $M$ the maximum of the modulus of $\phi(x)$, and
taken into account the fact that $n(x)$ is a decreasing function of $x$, we obtain the estimate

$$
\Sigma_{I}=\frac{M}{\nu^{2}}, \quad \Sigma_{n+1} \leq \frac{M}{\nu^{2}}+2 \nu \nu_{m}^{2}
$$

From this, by a method completely analogous to the preceding, we shall prove the convergence of the successive approximations under the condition $8 \mathrm{M} / \nu<1$. Here we have $|\mathrm{s}(\mathrm{x})|<2 \mathrm{M} / \nu^{2}$ 。

Turning to the expression for $\phi(x)$, one can write the last ine quality in form

$$
\begin{equation*}
|s(x)|<\frac{c}{\nu^{2} n(x)}, \text { or } \left\lvert\, \sigma(x)<\frac{2 c}{\nu^{2}} e^{-\nu^{2} m(x)} .\right. \tag{4.22}
\end{equation*}
$$

This result can be formulated as follows. Whatever be the initial values or origin of motion of the oscillatory system, on falling into domain III its motion approaches the limit cycle with an accuracy to quantities of the order of $\nu^{-2} \exp \left(-\nu^{2} m\right.$ ), where $m>0$ is of the order of unity.

Since the basic solution $P(x)$ can be obtained accurate to quantities of the order of $I / \nu^{n}$, where $n$ is any number, the order of smallness of the correction $\sigma(x)$ to this solution is less than any remainder term in the series for $P(x)$ and therefore it makes no sense to seek an asymptotic expression for $\sigma(x)$.
5. Solution in domain IV. This domain is defined as follows:

We have already seen that for an approach to the boundary of domain III, which is defined by the condition $(x-1)>O\left(\nu^{-2 / 3}\right)$, the order of $p(x)$ approaches $0\left(\nu^{-1 / 3}\right)$ 。

We therefore introduce the following change of variables:

$$
\begin{equation*}
p=\alpha \nu^{-1 / 3} Q(u), \quad u=\nu^{2 / 3}(x-1) \tag{5.1}
\end{equation*}
$$

(we are considering the first part of domain IV). In the new variables equation (1.2) will take the form

$$
\begin{equation*}
Q \frac{d Q}{d u}-2 u Q+I=\nu^{-2 / 3}\left(u^{2} Q-u\right) \tag{5.2}
\end{equation*}
$$

We will seek the solution in the form of the series

$$
\begin{equation*}
Q(u)=\sum_{n=0}^{\infty} Q_{n}(u) \nu^{-2 / 3 n} . \tag{5.3}
\end{equation*}
$$

Substitution of (5.3) in equation (5.2) gives for the functions $Q_{n}(u)$ the recurrent system:
(a) $Q_{0} \frac{d Q_{0}}{d u}-2 u Q_{0}+I=0$
(b) $\quad Q_{0} \frac{d Q_{I}}{d u}-\frac{Q_{I}}{Q_{0}}=u^{2} Q_{0}-u$
(5.4) (c) $\quad Q_{0} \frac{d Q_{2}}{d u}-\frac{Q_{2}}{Q_{0}}=u^{2} Q_{1}-Q_{1} \frac{d Q_{1}}{d u}$

$$
Q_{0} \frac{d Q_{n+1}}{d u}-\frac{Q_{n+1}}{Q_{0}}=u^{2} Q_{n}-\sum_{k=1}^{n} Q_{k} \frac{d Q_{n+1-k}}{d u} .
$$

As regards the initial conditions for $Q_{n}(u)$ ，they are determined subsequently by the condition of the linkage of the solution with the solution in domain III。

Let us find the solution of equation（ $5.4, a$ ）。 Setting $Q_{0}=\frac{d u}{d r^{3}}$ after the substitution and integration we obtain in succession

$$
\begin{equation*}
\frac{d^{2} u}{d \tau^{2}}-2 u \frac{d u}{d \tau}+1-0 \quad, \quad \frac{d u}{d \tau}-u^{2}+\tau=0 \tag{5.5}
\end{equation*}
$$

（we take the constant of integration as equal to zero，in view of the arbitrariness in the choice of the variable $\tau$ ）。 Equation（5．5）is the Riceati equation．It reduces to the equation

$$
\begin{equation*}
\frac{d^{2} v}{d \tau^{2}}-\tau v=0 \quad\left(u=-\frac{1}{\nabla} \frac{d \tau}{d \tau}\right) \tag{5.6}
\end{equation*}
$$

the general solution of which is

$$
\begin{equation*}
\nabla=\sqrt{\tau}\left[c_{1} K_{1 / 3}\left(2 / 3 \tau^{3 / 2}\right)+c_{2} I_{1 / 3}\left(2 / 3 \tau^{3 / 2}\right)\right] \tag{5.7}
\end{equation*}
$$

To link it with the solution $P(x)$ ，we must require that $Q_{0}=\frac{d u}{d \tau} \Rightarrow 0$ as $u \Rightarrow \infty$ ，ie．，from（5．5）we obtain that $u \Rightarrow \infty$ as $\tau \Rightarrow \infty$ ．This condition is satisfied only by the solution

$$
\begin{equation*}
v=c_{1} \sqrt{\tau} K_{1 / 3}\left(2 / 3 \tau^{3 / 2}\right) \tag{5.8}
\end{equation*}
$$

Utilizing the familiar relations for the Bessel functions

$$
K_{n}^{8}(x)=K_{n-1}(x)+K_{n}(x) n / x \quad, \quad K_{\infty n}(x)=K_{n}(x)
$$

$(5.9)^{2)}$

$$
u=\sqrt{\tau} K^{2 / 3}\left(2 / 3 \tau^{3 / 2}\right) / K_{1 / 3}\left(2 / 3 \tau^{3 / 2}\right)
$$

For negative values of $\tau$, formula (5.9) is more conveniently represented in the form $\left(\tau_{1}=-\tau\right)$

$$
u=\sqrt{\tau_{1}}\left\{J_{-2 / 3}\left(2 / 3 \tau_{1}^{3 / 2}\right)\right.
$$

(5.10)

$$
\left.-J_{2 / 2}\left(2 / 3 \tau_{1} 3 / 2\right)\right\} /\left\{J_{1 / 3}\left(2 / 3 \tau_{1}^{3 / 2}\right)+J_{-1 / 3}\left(2 / 3 \tau_{I}^{3 / 2}\right)\right\} .
$$

According to (5.5), the quantity $Q_{0}=u^{2}-\tau$, and, using asymptotic expansions for the Bessel functions, the asymptotic expansion for $Q(u)$ is easily obtained. We have
$(5.11) u \approx \sqrt{\tau}\left(1+\tau^{-3 / 2} \ldots\right), \quad Q_{0}=u^{2}-\tau \approx \frac{1}{2 \sqrt{\tau}}+\cdots \approx \frac{1}{2 u}+\cdots$

The more complete asymptotic expansion is more simply obtained directly from ( 5.4, a). We have
(5.12)

$$
Q_{0}(u) \approx \frac{1}{2 u}-\frac{1}{8 v^{4}}+\frac{5}{32 u^{7}}-\frac{11}{32 u^{10}}+\frac{539}{512 u^{13}} \cdots
$$

For negative values of $\tau$, the denominator in expression (5.10) has zeros. Denote by $\alpha$ the least root of the equation

$$
J_{1 / 3}\left(2 / 3 \tau_{1}^{3 / 2}\right)+J_{-1 / 3}\left(2 / 3 r_{1}^{3 / 2}\right)=0 .
$$

2) Editor's note: For $\mathrm{K}^{2 / 3}$ read $\mathrm{K}_{2 / 2^{\circ}}$

Then $u \rightarrow-\infty$ as $\tau_{I} \rightarrow \alpha\left(\tau_{I}<\alpha\right)$. Moreover, according to (5.6), $u=-v^{-l} \frac{d v}{d \tau}$, or $u=v^{-l} \frac{d v}{d \tau}$, and therefore $u$ has for $\tau_{I}=\alpha$ a simple pole with residue equal to unity, and accordingly

$$
u=\frac{1}{\tau_{1}-\alpha}+a \text { holomorphic function }
$$

Hence $\tau_{1}=\alpha+\frac{1}{u}+\cdots$, and consequently as $u \rightarrow-\infty$ we have

$$
Q_{0}=u^{2}+\alpha+\frac{1}{u}+\cdots
$$

A more detailed computation gives
(5.13) $Q_{0}(u)=u^{2}+\alpha+\frac{1}{u}-\frac{\alpha}{3}-\frac{1}{u^{3}}-\frac{1}{4 u^{4}}+\frac{\alpha^{2}}{5 u^{5}}+\frac{7 \alpha}{18 u^{6}}=\frac{1}{\infty} \alpha^{2}-\frac{5}{4} \frac{1}{4}+\cdots u^{7}+$

Let $u$ pass on to the determination of $Q_{1}(u)$. The general solution of ( $5.4, \mathrm{~b}$ ) will be
$\left(5.1_{4}\right) \quad Q_{1}(u)=\frac{1}{A(u)}\left[c+\int_{0}^{u} A(u)\left(u^{2} \quad \infty \quad \frac{u}{Q_{0}}\right) d u\right], \quad A(u)=\exp \left(-\int_{0}^{u} \frac{d u}{Q_{0}^{2}}\right)$.
For linking with the solution $P(x)$ we have to require that the quantity $\nu^{-2 / 3_{Q}}$ (u) be bounded for $u=0\left(\nu^{\epsilon}\right)$.

Utilizing asymptotic expansion (5.12), we easily obtain for the constant of integration $c$ the value

$$
c=-\int_{0}^{\infty} A(u)\left[u^{2} \quad \frac{u}{Q_{0}}\right] d u \quad .
$$

(5.15)

$$
Q_{1}(u)=\frac{1}{A(u)} \int_{u}^{\infty} A(u)\left(\frac{u}{Q_{0}}-u^{2}\right) d u .
$$

For $Q_{1}$ we have the expansion

$$
\text { for } u \rightarrow \infty
$$

$$
\begin{equation*}
Q_{1}(u) \approx \frac{1}{4}-\frac{1}{64 u}+0\left(\frac{1}{u^{9}}\right) \tag{5.16}
\end{equation*}
$$

$$
\text { for } u \rightarrow-\infty
$$

$$
Q_{1}(u)=\frac{1}{3} u^{3}+b_{0}-\frac{a}{6 u^{2}}-\left(\frac{1}{27}+\frac{b_{0}}{3}\right) \frac{1}{u^{3}}+\left(\frac{1}{450}+\frac{2}{5}\right) \frac{1}{u^{5}}
$$

(5.17)

$$
+\cdots-\frac{2}{3} \log |u|\left(1 \infty \frac{1}{3 u^{3}}+\frac{2 \alpha}{5 u^{5}}-\cdots\right)
$$

where
$(5.18) \quad b_{0}=\frac{1}{A(\infty)} \int_{-\infty}^{\infty} A(u)\left[\frac{u}{Q_{0}}-\frac{1}{3} \frac{u^{3}}{Q_{0}^{2}}-\frac{2}{3} \frac{u}{u^{2}+a / 2}+\frac{1}{3 Q_{0}^{2}} \log \left(u^{2}+\frac{a}{2}\right)\right] d u \quad$.
The solutions for the rest of the functions will have the form
(5.19) $\quad Q_{n+1}(u)=\frac{1}{A(u)} \int_{u}^{\infty} A(u)\left[\sum_{k=1}^{n} \frac{d Q_{n+1}-k}{d u}=u^{2} Q_{n}\right] \frac{d u}{Q_{0}}$
where the constants of integration are determined by the condition of the boundedness of the quantities $\nu^{-2 n / 3} Q_{n}(u)$ for $u=0\left(\nu^{\epsilon}\right)$ 。

The asymptotic expressions for the functions $Q_{n}(u)$ will be:

$$
\text { for } u \rightarrow+\infty
$$

$$
\begin{align*}
& \qquad Q_{2}(u) \approx-\frac{u}{8}+0\left(\frac{1}{u^{5}}\right), \\
& Q_{3}(u) \approx \frac{u^{2}}{16}+0\left(\frac{1}{4}\right), \cdots, \quad Q_{n}(u) \approx(-1)^{n-1 u^{n-1}} \frac{2^{n+1}}{\text { for } u \rightarrow-\infty} \\
& Q_{2}(u)=\frac{2}{9} u+b_{0}^{(2)}+\frac{\alpha}{3 u}+0\left(\frac{10 g u}{u^{2}}\right), \\
& Q_{3}(u)=-\frac{u^{2}}{27}-\frac{2 b}{8 I} u+\cdots
\end{align*}
$$

Generally, the principal singularity of the functions $Q_{n}(u)$ for $u \rightarrow-\infty$, beginning with $n=2$, will be $Q_{n} \sim u^{n-1}$.

These results show that series (5.3) preserves its asymptotic character up to values of $u$ bounded by the condition $O(u)<O\left(\nu^{2 / 3}\right)$, i.e., for values of $x$ satisfying the condition $O(x-1)<O(1)$, and thus the domains in which solutions (5.3) and (4.12) are suitable overlap. As we shall see, the same thing holds for solutions (5.3) and (2.1).
6. Linking the solutions for domains $I$ and IV. Let us return to the first part of domain $I$. We shall have to link solution (2.1) with solution (5.3), in which by $u$ should be understood the quantity $-\nu^{2 / 3}(1+x)$ and one sets

$$
\text { .n. } \quad p=+\nu^{-1 / 3} Q(u)
$$

We note at the outset that since $p>0$ for $x=-1(u=0)$, the constant $c$ in formula (2.3) must be greater than $2 / 3$; (for $c=2 / 3$ we shall have $f_{0}(-1)=0$ ). Set $c=2 / 3+\gamma_{0}$ The ordex of magnitude of $\gamma$ can be at once determined; since $p(-1)=0\left(\nu^{-1 / 3}\right)$, $\nu \gamma$ will also be of the order of $\nu^{-1 / 3}$ and consequently $\gamma=0\left(\nu^{-4 / 3}\right)$.

Up to what negative values of $x$ is expansion (2.I) applicable? Let us now discover this.

Consider the case when $c=2 / 3$ 。 Increasing the constant $c$ leads only to improving the convergence. For $c=2 / 3$ we have

$$
\begin{gathered}
f_{0}(x)=\frac{2}{3}+x-\frac{1}{3} x^{3}=\frac{7}{3}(x+1)^{2}(2-x) \\
f_{1}(x)=-\int_{0}^{x} \frac{x d x}{f_{0}}=-\frac{1}{x+1}-\frac{2}{3} \log (x+1)+\frac{2}{3} \log \left(1-\frac{x}{2}\right)
\end{gathered}
$$

From system of equations (2.2) it is now easy to find that in the neighborhood of $x=-1$ the principal singularity of the functions $f_{n}(x)$ has the form $f_{n}(x) \sim(x+1)^{-(3 n-2)}$, and accordingly series (2.1) preserves its asymptotic character up to values of $x$ satisfying the condition $O(x+I)>O\left(\nu^{-I / 3}\right)$ [which corresponds to the values $\left.\alpha u>O(I)\right]$, and thus the domains in which expansions (5.3) and (2.1) are suitable overlap.

In particular, the asymptotic convergence of expansions (2.3) and $(5.3)$ is guaranteed for $x=-1+\nu^{-1 / 3}$ ), and thus the constant of integration $c$ can be determined by equating, for $x=-1+\nu^{\infty 1 / 3}$, the values of $p$ obtained from formulas (5.3) and (2.1).
(6.1) $\quad \nu^{-1 / 3} \sum_{n=0}^{\infty} \nu^{-2 n / 3} Q_{n}\left(-\nu^{-1 / 3}\right)=\nu \sum_{n=0}^{\infty} \nu^{-2 n_{f}}\left(-1+\nu^{-1 / 3}\right)$

We will not exhibit here the quite cumbersome but elementary calculations. Using the expansions of the functions $Q_{n}(u)$ for large negative values of $u[$ formulas $(5.13),(5.17),(5.21)]$ we obtain for the left side of equation (6.1) the expression

$$
p\left(-1+\nu^{-1 / 3}\right)=\nu^{1 / 3}-\frac{1}{3}+\alpha \nu^{-1 / 3}-\nu^{-2 / 3}+b_{0} \nu^{-1}
$$

$$
\begin{equation*}
+\frac{\alpha}{3}-\frac{2}{9} \nu^{-4 / 3}-\cdots-\frac{2}{9} \frac{\log \nu}{\nu}\left(1+\frac{1}{3 \nu}-\cdots\right) . \tag{6.2}
\end{equation*}
$$

On the other hand, the expansions of the functions $f_{n}(x)$ in the neighborhood of $x=-1$ give for the right side of equation (6.1) the expression:

$$
p\left(-1+\nu^{-1 / 3}\right)=\nu^{1 / 3}-\frac{1}{3} \infty \nu^{-2 / 3}+\left(1+\frac{2}{3} \log \frac{3}{2}\right) \nu^{-1}
$$

(6.3)

$$
\begin{aligned}
& -\frac{2}{9} \nu^{-4 / 3} \ldots+\frac{2}{9} \frac{\log \nu}{\nu}\left(1+\frac{1}{32}+\cdots 0\right) \\
& +\gamma\left(\nu+\frac{1}{3} \cdots\right)-\gamma^{2}\left(\frac{1}{5} \nu^{2 / 3} \ldots\right)+\cdots
\end{aligned}
$$

(the cited terms of the expansions are sufficient for the determination of $\gamma$ accurate to quantities of the order of $\nu^{-8 / 3}$ ).

Equating expressions (6.2) and (6.3), we obtain the equation for the determination of $\gamma$. Thus accurate to quantities of the order of $\nu^{-8 / 3}$ we obtain
(6.4) $\gamma \approx \alpha \nu^{-4 / 3}-\frac{4}{9} \frac{\log \nu}{\nu}+\left(b_{0}-1-\frac{2}{3} \log \frac{3}{2}\right)^{-2}+0\left(\nu^{-8 / 3}\right) \quad$.
7. Determination of the amplitude of the steady-state auto oscillations. After the determination of the constant $c=2 / 3+\gamma_{0}$ the root $x_{1}$ of the equation $f_{0}\left(x_{1}\right) \equiv 0$ is easily computed. The solution of this cubic equation can be represented in the form

$$
x_{1}=2+\frac{1}{3} \gamma-\frac{2}{27} \gamma^{2}+\frac{2}{243} \gamma^{3} \cdots
$$

and substitution of the value of $\gamma$ gives
(7.1) $x_{1} \approx 2+\frac{\alpha}{3} \nu^{-4 / 3}-\frac{4}{27} \frac{\log \nu}{\nu^{2}}+\frac{1}{3}\left(b_{0}-1-\frac{2}{3} \log \frac{2}{3}\right) \nu^{-2}+0\left(\nu^{-8 / 3}\right)$,
after which equation (3.9) allows ${ }^{3}$ ) the amplitude of the auto oscillations to be found, the computations yielding

$$
a \approx 2+\frac{\alpha}{3} \nu^{-4 / 3}-\frac{16}{27} \frac{\log \nu}{\nu^{2}}
$$

$$
\begin{equation*}
+\frac{1}{9}\left(3 b_{0}-1+2 \log 2-8 \log 3 i y^{-2}+0\left(\nu^{-8 / 3}\right)\right. \tag{7.2}
\end{equation*}
$$

8. Determination of the period of the automoscillations. The period of the auto=oscillations is computed by the formula

$$
\begin{equation*}
T=2 \int_{-a}^{a} \frac{d x}{p(x)} \tag{8.1}
\end{equation*}
$$

3) Editor's note: Apparently equation (3.7) is meant.

We will here limit ourselves to an indication only of the method of calculating the period, without adducing the calculations.

We subdivide the whole interval of integration into five parts, corresponding to the different domains:
I) from ma to $-\mathrm{x}_{2}$ over domain II (this part of the integral we will designate as $T_{2}^{18}$ ); here $X_{2}$ is the value of $x$ obtained by formula $(3.2)$ for a value of $q$ equal, for instance, to $\left(1 \propto v^{-4 / 3}\right) a /\left(a^{2} \infty 1\right)$;
2) from $=\mathrm{x}_{2}$ to $-\left(I+\nu^{-1 / 3}\right.$ ) over domain III (this part of the integral we will designate by the letter $T_{3}$ ):
3) from $-\left(1+\nu^{-1 / 3}\right)$ to $-\left(1-\nu^{-1 / 3}\right)$ over domain IV (this part of the integral we will designate by the letter $T_{4}$ );
4) from $-\left(I-\nu^{-1 / 3}\right)$ to $x^{\text {* }}$ over domain I (this part of the inte gral is designated by the letter $T_{1}$ ); here $X^{*}$ is determined by formula (3.6);
5) from $x^{*}$ to a over domain II (this part of the integral is designated by the letter $T_{2}^{8}$ );

The complete period $T$ will then equal

$$
\begin{equation*}
T=2\left(T_{1}+T_{2}^{8}+T_{2}^{18}+T_{3}+T_{4}\right) \tag{8.2}
\end{equation*}
$$

In each of the integrals we substitute for $p$ the respective expan sions (in domain II replacing the variable of integration by $q$ and in domain IV by $u$ ). Using the estimates of the singularities of the functions set forth for each region, we determine without difficulty the number of terms of the developments needed to determine the period $T$ to the assigned accuracy, after which the calculation reduces to the computation of the integrals.

We will set forth the results of the calculations accurate to quantities of the order of $\nu^{\infty 1}$ inclusively:
(8.3) $T_{1}^{\prime}=\int_{-1+\nu=1 / 3}^{0} \frac{d x}{p} \approx \nu^{-2 / 3}+\frac{1}{9} \frac{\log _{2} \nu}{\nu}=\left(1-\frac{1}{3} \log \frac{3 \cdot}{2}\right)^{\infty}+0\left(\nu^{-1 / 3}\right)$
(8.4) $T_{1}^{\prime \prime}=\int_{0}^{x^{*}} \frac{d x}{p} \approx \frac{1}{3} \frac{\log \nu}{\nu}+\frac{2}{3}\left(1+\log 3+\frac{1}{2} \log 2\right) \nu^{-1}+0\left(\nu^{-0 / 4 / 3}\right)$
(8.5) $\mathbb{T}_{1}=T_{1}^{1}+T_{1}^{18} \approx \nu^{-2 / 3}+\frac{4}{9} \frac{\log \nu}{\nu}+\left(\log 3 \infty \frac{1}{3}\right) \nu^{-1}+0\left(\nu^{-4 / 3}\right)$
(8.6) $T_{2}^{\prime} \approx \frac{1}{3} \frac{\log \nu}{\nu}+\frac{1}{3} \log \frac{3}{2} \nu^{-1}+\left(\nu^{-4 / 3}\right)$
(8.7) $T_{2}^{\prime \prime} \approx \frac{4}{9} \frac{\log \nu}{\nu}+0(\nu-5 / 3 \log \nu)$

$$
T_{3} \approx\left(\begin{array}{l}
3  \tag{8,8}\\
2
\end{array}-\log 2\right) \nu-\nu^{1 / 3}+\frac{1}{3}+\left(\begin{array}{c}
\alpha \\
2
\end{array}-\frac{1}{4}\right) \nu^{-1 / 3}+\frac{7}{10} \nu^{2 / 3}
$$

$$
\begin{aligned}
& -\frac{43}{18} \frac{\log \nu}{\nu}+\left(\frac{1}{2} b_{0}+\frac{1}{12}+\frac{11}{6} \log \frac{2}{3}\right) \nu^{-1}+0(\nu-4 / 3) \\
T_{4} & \approx \nu^{1 / 3}-\frac{1}{3}+\left(\alpha+\frac{1}{4}\right) \nu^{-1 / 3}-\frac{17}{10} \nu^{-2 / 3}
\end{aligned}
$$

$$
\begin{equation*}
-\frac{1}{18} \frac{\log \nu}{\nu}+\left(\frac{1}{6}-d\right) \nu^{-1}+0\left(\nu^{-4 / 3}\right) \tag{8.9}
\end{equation*}
$$

where
(8.10) $d=\frac{1}{2} \log \alpha-b_{0}-\frac{1}{4}+\int_{-\infty}^{0}\left(\frac{u}{Q_{0}}-\frac{u}{u^{2}+a}\right) d u+\int_{0}^{\infty}\left(Q_{0}-\frac{1}{2} \frac{u^{2}}{u^{3}+\frac{1}{1}}\right) d u$.
.

Accordingly for the complete period we obtain

$$
T \approx(3-2 \log 2) \nu+3 a \nu^{-1 / 3}-\frac{22}{9} \log \nu
$$

(8.11)

$$
+\left(3 \log 2-\log 3-\frac{1}{6}+b_{0}-2 d\right) \nu^{-1}+0\left(\nu^{-4 / 3}\right)
$$

We exhibit the numerical values of the coefficients of the basic formulas:

$$
\begin{aligned}
\alpha=2.338107, b_{0}=0.1723, & d=0.4889 \\
p(0) \approx & \frac{2}{3} \nu+2.338107 \nu^{-1 / 3}-\frac{4}{9} \frac{\log \nu}{\nu}-1.0980 \nu^{-1}+0\left(\nu^{-5 / 3}\right) \\
a \approx & 2+0.779369 \nu^{-4 / 3}-\frac{16}{27} \frac{10 g \nu}{\nu^{2}}-0.8762 \nu^{-2}+0\left(\nu^{-8 / 3}\right) \\
T \approx & 1.613706 \nu+7.01432 \nu^{-1 / 3}-\frac{22}{9} \frac{10 g \nu}{\nu} \\
& +0.0087 \nu^{-1}+0\left(\nu^{-4 / 3}\right)
\end{aligned}
$$

We have performed here the asymptotic solution of the simplest equation of non-linear oscillations, so that it would be possible to carry through the computations to the end. But the device used here, of introducing "connecting" regions, is not limited to this particular case only, being applicable to a more general equation

$$
\frac{d^{2} x}{d t^{2}}-\nu \psi\left(x, \frac{d x}{d t}\right)+\phi(x)=0
$$

under certain limitations, to be placed on the function $\psi\left(x_{g} p\right)$. The connecting domains will be neighborhoods of the lines $\psi(x, p)=0$ 。


If at a nodal point of the line $\psi(x, p)=0$ the expansion of the function $\psi$ in a Taylor's series commences with the term

$$
a\left(x-x_{0}\right) p
$$

where $\underset{a}{ }$ is a numerical coefficient, then the basic solution for domain IV will remain without modification, since, setting $p= \pm \nu^{-1 / 3} Q$ in the neighborhood of the nodal point $\pm\left(x-x_{0}\right) \nu^{2 / 3}=u_{\text {, }}$ we shall obtain for the principal term of the expansion the equation

$$
Q_{0} Q_{0}^{1}-a u Q_{0}+\phi\left(x_{0}\right)=0
$$

reducing to (5.4, a) by the simple substitution

$$
Q_{0}=\left[2 \phi^{2}\left(x_{0}\right) / a\right]^{1 / 3} Q_{0}^{*}, \quad u^{*}=\left[a^{2} / 4 \phi\left(x_{0}\right)\right]^{1 / 3} u
$$

9. Example. In conclusion we will present an example of the solution of the equation for $\nu=10$. For this case the asymptotic formulas exhibited give $\mathrm{p}(0)=7.540, \mathrm{a}=2.0138, \mathrm{~T}=18.831 \mathrm{I}$ In Fig. 2 is depicted the graph of the function $p(x)$, two terms of the expansion having been taken for each domain:
for domain I

$$
p(x) \approx \nu f_{0}(x)+{\underset{\nu}{\nu}}^{I} f_{1}(x)
$$

for domain II

$$
x \approx a+\frac{1}{\nu^{2}} \chi_{1}(q)
$$

$$
\mathrm{p} \approx \frac{1}{\nu} \mathrm{P}_{0}(\mathrm{x})+\frac{1}{\nu^{3}} \mathrm{P}_{1}(\mathrm{x})
$$

for domain IV

$$
p \approx \nu^{-1 / 3_{Q_{0}}}(u)+\frac{1}{\tilde{\nu}^{2}} Q_{1}(u) .
$$

The values of the functions $Q(u)$ and $Q(u)$ are set forth in Table l.

Table l。
Table of the Functions $Q_{0}(u)$ and $Q_{1}(u)$

| $u$ | $Q_{0}(u)$ | $Q_{1}(u)$ | $u$ | $Q_{0}(u)$ | $Q_{1}(u)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -6.0 | 38.1747 | -73.0343 | 0.0 | 1.0187 | 0.1869 |
| -5.0 | 27.1436 | -42.5848 | 0.2 | 0.8424 | 0.2149 |
| -4.0 | 18.0985 | -22.1123 | 0.4 | 0.7018 | 0.2310 |
| -3.8 | 16.5269 | -19.0382 | 0.6 | 0.5904 | 0.2398 |
| -3.6 | 15.0342 | -16.2668 | 0.8 | 0.5023 | 0.2445 |
| -3.4 | 13.6203 | -13.7819 | 1.0 | 0.4331 | 0.2471 |
| -3.2 | 12.2848 | -11.5673 | 1.2 | 0.3778 | 0.2485 |
| -3.0 | 11.0276 | -9.6070 | 1.4 | 0.3334 | 0.2492 |
| -2.8 | 9.8484 | -7.8847 | 1.6 | 0.2974 | 0.2495 |
| -2.6 | 8.7469 | -6.3844 | 1.8 | 0.2678 | 0.2496 |
| -2.4 | 7.7225 | -5.0898 | 2.0 | 0.2432 | 0.2497 |
| -2.2 | 6.7749 | -3.9849 | 2.2 | 0.2225 | 0.2498 |
| -2.0 | 5.9032 | -3.0532 | 2.4 | 0.2049 | 0.2499 |
| -1.8 | 5.1068 | -2.2790 | 2.6 | 0.1897 | 0.2499 |
| -1.6 | 4.3845 | -1.6458 | 2.8 | 0.1766 | 0.2500 |
| -1.4 | 3.7351 | -1.1379 | 3.0 | 0.1652 | 0.2500 |
| -1.2 | 3.1568 | -0.7393 | 3.2 | 0.1551 | 0.2500 |
| -1.0 | 2.6476 | -0.4344 | 3.4 | 0.1161 | 0.2500 |
| -0.8 | 2.2047 | -0.2080 | 3.6 | 0.1381 | 0.2500 |
| -0.6 | 1.8249 | -0.0457 | 3.8 | 0.1310 | 0.2500 |
| -0.4 | 1.5041 | +0.0664 | 4.0 | 0.1245 | 0.2500 |
| -0.2 | 1.2372 | 0.1403 |  |  |  |
| 0.0 | 1.0187 | 0.1869 |  |  |  |

In Fig. 2 the computational points corresponding to the formulas of domains I and III are depicted as circlets, and those corresponding to the formulas for domains II and IV, as crosses.


The scale for $p$ in the section from -a to -1 has been increased to ten times that of the reamining part of the curve.
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