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Comparison of Wind Farm Layout Optimization Results Using
a Simple Wake Model and Gradient-Based Optimization to

Large-Eddy Simulations

Jared J. Thomas∗

Brigham Young University, Provo, UT 84602

Jennifer Annoni† and Paul Fleming‡

National Renewable Energy Laboratory, Golden, CO, 80401, USA

Andrew Ning§
Brigham Young University, Provo, UT 84602

The models used during wind farm layout optimization use simplifying assumptions that
can alter the design space. Some characteristics of the simple models may negatively influence
the resulting layouts. In this paper, we perform wind farm layout optimization and compare
the resulting improvements to large-eddy simulation (LES) results to confirm that the layout
was actually improved. We begin by describing the models used, including changes specific
for use with gradient-based optimization. We then compare our models’ output to previously
published model and LES results. Using the models described, we performed gradient-based
wind farm layout optimization using exact gradients. Power production for the original and
optimized layoutswere recalculated usingLES.Themodel andLES resultswere then compared.
The models predicted an improvement in annual energy production (AEP) of 7.4%, while the
LES reported an AEP improvement of 9.9%. We concluded that the improvements found
by optimizing with the simple models are not just an artifact of the models, but are real
improvements.

I. Introduction
Wind farm layouts are usually optimized using simple engineering models because the simple models require fewer

computational resources and less time than the higher fidelity models that are used for final analysis of a wind farm
design. The models commonly used for wind farm layout optimization problems are based on simplifying physical
assumptions that could potentially reduce the optimality of the final layout. Some of the common assumptions include
axisymmetric wakes and constant wake spread rates. In addition to the simplifying physical assumptions, the geometry
of the design space is often simplified by dividing it into a grid space of possible locations (as in [1–6]) or imposing a
regular structure by only allowing array-like layouts and optimizing with array parameters, such as turbine row spacing
and array rotation angle (as in [7]). However, regular and grid layouts impose artificial limitations, potentially forcing
the optimization algorithms away from the most optimal layouts [8]. Due to the limiting effect of grid and regular
layout approaches, there is interest in unstructured, or irregular, wind farm layout optimization [7–12]. However, with
the restrictions removed, unrestricted optimization could also be more susceptible to unrealistic characteristics of the
models used during optimization. Because of the limitations inherent in these simplified models, it is uncertain whether
the improvements reported by unstructured wind farm layout optimizations, using these simple models, are actual
improvements or if the improvements are merely products of the models’ weaknesses.

Because it is not practical to build and rebuild a wind farm to confirm the legitimacy of the improvements due to
optimization with simple models, we are left with wind tunnel experiments and higher-order models, such as large-eddy
simulation (LES). While many studies have compared simple wake models to LES and wind tunnel results (such as
[13–22]), few have investigated the validity of the optimization results obtained with the models. One study ([23])

∗PhD Student, Department of Mechanical Engineering, 360 EB, Provo, UT 84602, AIAA Student Member
†Research Engineer, National Wind Technology Center, 15013 Denver West Pkwy, Golden, CO 80401.
‡Senior Engineer, National Wind Technology Center, 15013 Denver West Pkwy, Golden, CO 80401.
§Assistant Professor, Department of Mechanical Engineering, 360 EB, Provo, UT 84602, AIAA Senior Member

1

This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications.



involved LES in hybrid, or multifidelity, optimization with the Jensen “top-hat” wake model. LES was used for
validation and for tuning during optimization using 30 turbines and up to 8 wind directions. This study showed similar
improvements according to both the LES and the Jensen model, but avoided some of the inherent inaccuracy of the
simple model by adjusting it iteratively based on LES results. While this approach worked well, it was still much more
costly computationally than optimization using only simple models. The only other validation activity we are aware of
for irregular or unstructured wind farm layout optimization problems was performed using wind tunnel experiments
and involved a small wind farm (nine turbines) and unidirectional flow [8]. The complexity of the wind farm layout
optimization problem comes from large numbers of wind turbines and probabilistic wind in many directions, so it is
important to investigate the results of unrestricted wind farm layout optimization problems involving larger wind farms
and many wind directions.

Large numbers of wind turbines cause a corresponding increase in the number of design variables and constraints
used by the optimization algorithm, which can reduce the effectiveness and efficiency of the algorithm. While the
wind farm layout optimization problem is typically solved using gradient-free optimization methods [24] (such as in
[2–7, 25, 26]), gradient-free optimization methods exhibit reduced performance when applied to high dimensional
problems [27]. In [27], most gradient-free solvers were unable to solve more than 15% of the test problems studied with
10–30 design variables, and even the best methods tested could solve only 28% of the test problems with 31–300 design
variables. New wind farms can include well over 100 turbines, meaning that unrestricted wind farm layout optimization
problems can have over 200 variables and thousands of constraints. In short, the variables and constraints of the
unrestricted wind farm layout optimization problems of interest exceed the abilities of most gradient-free optimization
methods.

In contrast to gradient-free optimization methods, some gradient-based methods can solve problems with thousands
of variables and constraints [28]. However, gradient-based methods are prone to premature convergence when used with
multimodal problems, such as the wind farm layout optimization problem. Because of the tendency to converge to
local optima in multimodal problems, gradient-based optimization methods have not historically been seen as viable for
solving the wind farm layout optimization problem [24]. However, recent studies have demonstrated that significant
improvements to wind farm layouts, if not global optimality, can be obtained by using gradient-based methods either
alone [10–12, 29, 30], or with gradient-free methods in a hybrid approach [9].

Solving a wind farm layout optimization problem requires several different types of models. Two of the most
important of these are the wake model and the farm model. Generally speaking, wind turbine wake models define
the wind speed in a turbine wake given a set of inflow conditions, while farm models combine the wakes of multiple
turbines to determine the cumulative effect of their wakes. Many different wind turbine wake and wind farm models
have been presented, all with varying levels of accuracy and computational cost. Many of the wake models, such as
the “top-hat” Jensen/Park model [31], the Frandsen model [32], and the original FLOw Redirection and Induction in
Steady State (FLORIS) model [33], have regions of nonphysical zero-valued gradients, where their gradients go to zero
while the gradients of the real design space do not. If a model with nonphysical zero-valued gradients is used with
gradient-based optimization, the optimization may converge to an especially poor local optimum due to the lack of
information provided in the gradients [29].

The Bastankhah and Porté-Agel (BP) wake model presented in [34, 35] is well suited to gradient-based optimization,
with the exception of the near-wake region. Most of the BP model is smooth, continuous, and free from flat regions,
but the near-wake definition of the BP model can be either flat or undefined. The near-wake region is rarely needed
for evaluating a wind farm since wind turbines are usually placed far enough from each other that they are in the far
wake. While the final wind farm design may not place turbines in the near-wake, it is important to have the near-wake
region defined and nonflat during gradient-based optimization because optimization algorithms may attempt infeasible
solutions during the optimization process [36] and the near-wake region of the BP model may sometimes be within the
defined optimization constraints. The BP wake model uses a Gaussian distribution to define the far wake, and is easily
applied to different turbines since it only has one independent parameter. Building on the BP wake model, Niayifar
and Porté-Agel (NP) have proposed a farm model [37, 38] to be used in concert with the BP wake model as published
in 2014. The NP farm model makes the one independent variable dependent on turbulence intensity [34]. In this
study, we use the NP farm model with the 2016 version of the BP wake model. While the NP model seems to provide
good agreement with LES data, there are some minor problems with the NP farm model for use with gradient-based
optimization that need to be addressed.

In this work, we address the lack of near-wake definition in the BP wake model for the purposes of using gradient-
based optimization methods to solve the wind farm layout optimization problem, apply the NP wind farm model
with some adjustments, and obtain exact gradients across the entire system. We then optimize a test case using a
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gradient-based approach. Finally, we perform an LES study of the base case and optimized wind farm layouts and
compare the LES results with the model results. We found that the models predicted 7.4% improvement in annual
energy production (AEP) for the optimized layout as compared to the base case layout, while the LES predicted a
9.9% improvement. We conclude that, in this case at least, the improvements found through unstructured optimization
are not merely a result of the optimization algorithm exploiting unrealistic model characteristics, but are legitimate
improvements to the wind farm layout design.

II. Methods

A. Wake Model
While the BP wake model exhibits many characteristics necessary for use with gradient-based optimization, there

are some small problems that must be overcome. First, the main BP model is undefined from the turbine location up to
several diameters downstream of the wind turbine. Bastankhah and Porté-Agel suggested using regions of constant
velocity in the near-wake [35], but using regions of constant velocity in the wind turbine wake has been shown to cause
premature convergence to poor local optima when optimizing with gradient-based methods [29]. The standard BP
model cannot be used in the near-wake region because there is a discontinuity due to a negative value in the square-root
term of the velocity deficit calculation of the BP wake model as shown in Eq. (1).

∆ui j
ūi
=

[
1 −

√
1 −

CT cos γ
8σyσz/d2

]
exp

(
− 0.5

[
y − δ

σy

]2)
exp

(
− 0.5

[ z − zh
σz

]2)
(1)

In Eq. (1), ∆ui j is the velocity deficit in the wake due to turbine i at the point j, ūi is the average inflow velocity of
turbine i, CT is the thrust coefficient, γ is the yaw relative to the inflow wind direction, d is the rotor diameter, y is the
horizontal distance from the line through the rotor hub to the point of interest perpendicular to the wind direction, δ is
horizontal wake offset, z and zh are the heights of the point of interest and the rotor hub, respectively, and σy and σz are
the horizontal and vertical wake spread as defined in Eqs. (2) and (3).

σy = ky[x − x0] +
d cos γ
√

8
(2)

σz = kz[x − x0] +
d
√

8
(3)

In Eqs. (2) and (3), ky and kz are the horizontal and vertical wake growth rates (assumed to be equal), x is the downstream
distance from the turbine, and x0 is the length of the potential core as defined in Eq. (4).

x0
d
=

cos γ
[
1 +
√

1 − CT

]

√
2

[
α∗I + β∗

[
1 −
√

1 − CT

] ] (4)

In Eq. (4), I is the turbulence intensity, α∗ = 2.32, and β∗ = 0.154.
Wind shear was added to the wake model using a power law defined as shown in Eq. (5).

u = ur
[ z − zo

zr − zo

]ψ
(5)

In Eq. (5), ur is the reference wind speed, z is the height of interest, zr is the height at which ur was measured, zo is the
height of local ground, and ψ is the shear exponent. The value of ψ for comparison to the LES was determined by
fitting Eq. (5) to a series of wind speeds in the LES precursor. To fit the curve, zr was set to 80 m to focus on matching
the LES values in the rotor area. The appropriate value of ψ for comparison to the LES was determined to be 0.31. The
shear exponent fitting plot is shown in Fig. 1.

The discontinuity mentioned previously can occur for various combinations of ky , kz , and (x − x0). When local
turbulence intensity is calculated in the NP wind farm model, as in [38] (discussed further in Section II.B), the values of
ky and kz vary and so the discontinuity is even more mobile than in the original model. We can determine where the
model is undefined as follows. First, we know the model is undefined when the condition in Eq. (6) is met.

CT cos γ
8σyσz/d2 > 1 (6)
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Fig. 1 The calculated wind speed using the power law (Eq. (5)) with shear exponent ψ = 0.31 compared with
the values obtained from the LES precursor. The reference values used were a height of 80 m with a wind speed
of 8 m/s.

By substituting Eqs. (2) and (3) into Eq. (6), and separating the terms based on the powers of [x − x0], we obtain Eq. (7).

kykz[x − x0]2 +
d[ky + kz cos γ]

√
8

[x − x0] −
d2 cos γ[CT − 1]

8
< 0 (7)

To find the exact downstream location where the model begins to be defined, xd, we apply the quadratic formula to
Eq. (7), select the relevant root, and then solve for x to obtain Eq. (8).

xd = x0 +

d
[
ky + kz cos γ −

√
[ky + kz cos γ]2 − 4kykz[CT − 1] cos γ

]

2kykz
√

8
(8)

The model, then, is undefined for regions where x < xd .
To remove the discontinuity, we used linear interpolation on both the velocity value and the wake spread. First, the

magnitude of the Gaussian curve at xd was calculated, as in Eq. (9).

∆Udm = 1 −

√
1 −

CT cos γ
8σydσzd/d2 (9)

In Eq. (9), σyd and σzd represent the wake spread at xd . Then, using the magnitude of the Gaussian curve, and keeping
the wake spread constant for the velocity calculation, the normalized velocity difference is calculated as a function of
the downstream position of the point of interest (x), as shown in Eq. (10).

∆ui j
ūi
=

[
x

[
∆Udm − ∆Ur

xd

]
+ ∆Ur

]
exp

(
− 0.5

[
y − δ

σyd

]2)
exp

(
− 0.5

[ z − zh
σzd

]2 )
(10)

In Eq. (10), ∆Ur is a predetermined normalized velocity deficit at the rotor hub. To avoid overpredicting the velocity
deficits and potentially causing an unrealistic flow reversal, we used a value of ∆Ur = ∆Udm .

The results of the model changes discussed above are shown in Fig. 2. These changes make the model continuous
throughout the domain and differentiable everywhere except at the exact turbine location. With a separation constraint
in place, the probability of turbines landing exactly on top of each other is extremely small, as noted in [29]. With the
linear interpolation method, optimizations succeed even when turbines are placed less than 1 diameter from each other.
While the linear interpolation makes little attempt to be physically accurate in the near-wake, the accuracy of the model
for AEP calculation purposes should be unaffected since turbines will almost never be placed close enough together
to be in the linear interpolation region in a final design. If greater accuracy is desired in the near-wake, it would be
feasible to use the linear interpolation during optimization and then switch to a more accurate near-wake model for final
calculations, such as the one proposed in [39].

B. Wind Farm Model
NP proposed a wind farm model that used the BP model as published in 2014 [34] for calculating the wind speed in

the wakes [37, 38]. We applied the same wind farm model to the 2016 version of the BP model, with some variation as
discussed in the following sections.
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Fig. 2 Bastankhah and Porté-Agel wake model (a) without and (b) with the added linear interpolation for the
near-wake. The heavy black line represents the turbine rotor. This figure was included for comparison with Fig.
6 of Bastankhah and Porté-Agel (2014) [34], and so model values were chosen accordingly (small wind turbine
for use in a wind tunnel). We used a shear exponent of 0.15 for this figure.

1. Wake Combination
NP found the most accurate method of wake combination to be a linear velocity deficit superposition that uses the

inflow velocity of the upstream turbine as shown in Eq. (11).

u j = ū∞ −
NT∑
i=1

[ūi − ui j] = ū∞ −
NT∑
i=1
∆ui j (11)

In Eq. (11), u j is the flow velocity at the point of interest, ūi is the average inflow velocity of upstream turbine i, ui j is
the wind speed that would exist at the point j if only turbine i were accounted for, and ū∞ is the average free-stream
velocity. For the upstream turbine velocity to be used, the inflow velocity of the turbines must be calculated in order
from upstream to downstream. We used the heapsort algorithm to obtain a sorted index list of the turbines prior to
solving the system for each wind direction. Using the sorted index list allowed turbine sorting without overcomplicating
the gradients of the system. Our tests of the accuracy of various wake combination methods also found this method to
be the most accurate in comparison to the LES results used by Niayifar and Porté-Agel in [38].

2. Turbulence Intensity
Niayifar and Porté-Agel calculated local turbulence intensity using the model presented by Crespo and Hernández in

[40]. The local turbulence intensity is then applied to the BP model through an empirical model for calculating the
wake expansion coefficient as shown in Eq. (12) [38].

k∗ = 0.3837I + 0.003678 (12)

In Eq. (12), I is the turbulence intensity (TI). This model is only valid for TI values between 0.065 and 0.15. While the
initial BP wake model does not include TI [34], TI was included by Bastankhah and Porté-Agel in their 2016 version of
the model [35]. We used the same TI values for the BP 2016 wake model and the NP wind farm model.

The algorithm for calculating local turbulence intensity using the hard maximum function is given in Algorithm 1.
In our code implementation, we combined the nested loops used for the velocity and TI calculations.
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Algorithm 1 Turbulence Intensity Calculation (for more information, see [38])
Ensure: Turbines are sorted by relative downstream position

for j = 1...N do . Downstream turbines
Arj ←

1
4πD2

rj
. Rotor swept area of turbine j

I+ j ← 0
for i = 1...N do . Upstream turbines
∆X ← x j − xi . Turbine separation distance
if ∆X > 0 then

β ← 0.5
[ [

1 +
√

1 − CTi

]
/
√

1 − CTi

]

ε ← 0.2
√
β

σ = k∗i ∆X + Dri ε
Dw ← 4σ
Awi j ←Wake overlap area of wake i and rotor j . Assume circular wake
if CTi > 0.96 then

ai ← 0.143 +
√

0.0203 − 0.6427[0.889 − CTi ] . Glauert correction [12]
else

ai ← 1
2

[
1 −

√
1 − CTi

]

end if
I+i j ← 0.73a0.8325

i I0.0325
i [∆X/Dri ]−0.32

I+ j ← max [I+i j Awi j /Arj , I+ j ] .We used Eq. (15) during the final optimization
end if

end for
Ij ←

√
I2
0 + I2

+ j
. Directly influenced by only one upstream turbine

k∗j ← 0.3837Ij + 0.003678 . To be used in the wake model calculations
end for

We used three different approaches to calculating TI at various points in the optimization process: (1) ambient
TI only, (2) local TI with a smooth maximum function, and (3) local TI with a hard maximum function as done by
Niayifar and Porté-Agel [38] and shown in Algorithm 1. The reasons for using the three methods for calculating TI are
discussed in Section II.D. The smooth maximum function we used is shown in Eqs. (13) to (15) and is derived from the
LogSumExp function [41].

tmax = min(t1, t2) (13)
tmin = max(t1, t2) (14)

maxsmooth (tmax, tmin, s) =
ln(1 + exp(s[tmin − tmax])) + stmax

s
(15)

In Eqs. (13) to (15), s controls the smoothness of the transition between terms and influences the error of the calculation
and tmax and tmin represent the respective maximum and minimum of the two values being compared. In calculating
local turbulence intensity, Eq. (15) is applied, as in Eq. (16), to compare the product of the added local turbulence
intensity and the wake overlap ratio.

I+ j = maxsmooth

( I+i j Awi j

Arj

)
(16)

In Eq. (16), Awi j is the area of the wake of turbine i at the downstream location of turbine j, Arj is the area of the
rotor of turbine j, and I+i j is the added turbulence intensity from turbine i at the downstream location of turbine j. In
our implementation, only two values are compared at a time: the current value and the previous result of the smooth
maximum function. The total turbulence intensity is then calculated using Eq. (17).

Ij =
√

I2
0 + I2

+ j
(17)

The maximum error of Eq. (15) occurs when tmin = tmax , and can be calculated as in Eq. (18).

Errormax =
ln (2)

s
(18)

To keep the error from the smooth maximum below 0.001, or about 1% of the total turbulence intensity, we set s = 700.
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3. Sampling Over the Rotor-Swept Area
Various methods can be used to approximate the effective velocity at the rotor. The ideal method is a full integration

across the rotor-swept area. We approximated the integral by sampling the velocity at various points and taking the
average. When comparing our code to LES and other data, we used 100 sampling points across the rotor-swept area
arranged in the sunflower seed pattern as shown in Fig. 3(a). We found that 100 sample points on the rotor-swept
area were more than sufficient to achieve the level of accuracy demonstrated by Niayifar and Porté-Agel in [38]. For
efficiency during optimization, we approximated the effective velocity of each wind turbine by using a single sampling
point located at the rotor hub as shown in Fig. 3(b).
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Fig. 3 (a) Sampling locations used to approximate effective hub velocity for LES comparisons. (b) Location of
sampling point for approximating effective hub velocity during optimization.

4. AEP and Wind Turbine Power
AEP was calculated as in Eq. (19).

AEP =
[ hours

day

] [ days
year

] ND∑
k=1

[
fk

NT∑
j=1

Pjk

]
(19)

In Eq. (19), ND is the number of wind directions, NT is the number of wind turbines, and fk is the probability of wind
in direction k. The power of turbine j in direction k, Pjk , is calculated based on the definition of the power coefficient
as done in [33] and shown in Eq. (20).

Pjk =




0 ū j < ucutin
0.5ρAjCPj ū

3
j ū j ≥ ucutin and Pj < Prated

Prated Pj ≥ Prated

(20)

In Eq. (20), ρ is the air density, Aj represents the rotor-swept area of turbine j, and CPj is the power coefficient of
turbine j for the given effective wind speed at the rotor (ū j).

5. Model Verification
To verify our implementation of the models described, we compared the output of our code with data for the Horns

Rev wind farm from Niayifar and Porté-Agel [38] as shown in Figs. 4 and 5. We calculated error, in normalized power,
based on the LES data values from [38] and reported the error in Table 1. For the Horns Rev row-averaging comparison
using 100 samples on the rotor-swept area as shown in Fig. 4(a): the model values shown by Niayifar and Porté-Agel
had an average error of 0.034 and a maximum error of 0.057; ignoring local turbulence intensity resulted in an average
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error of 0.179 and a maximum error of 0.253; calculating local turbulence intensity using either the hard maximum
or smooth maximum both resulted in an average error of 0.018 and a maximum error of 0.035. For the Horns Rev
directional power comparison using 100 samples on the rotor-swept area as shown in Fig. 5(a): the model values shown
by Niayifar and Porté-Agel had an average error of 0.022 and a maximum error of 0.055; ignoring local turbulence
intensity resulted in an average error of 0.058 and a maximum error of 0.206; calculating local turbulence intensity
using either the hard maximum or smooth maximum both resulted in an average error of 0.017 and a maximum error
of 0.053. The high directional errors when local turbulence intensity is ignored are in the directions of highest wake
interactions as shown in Fig. 5 and do not alter the general trend of the directional power. The Horns Rev comparisons
using one sample on the rotor-swept area are shown in Fig. 4(b) and Fig. 5(b). Using only one sample on the rotor-swept
area resulted in slightly larger errors as reported in Table 1. Based on our model error being within the range reported
in [38] when we used 100 samples and local TI (less than 0.057 and 0.055 for the row and directional comparisons,
respectively), we determined that our implementation of the BP wake and NP farm models was sufficient and could be
used to perform wind farm layout optimization case studies.
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Fig. 4 Averaged power of turbines in columns two, three, and four of the Horns Rev wind farm by turbine row.
(a) Comparing our code using 100 points to approximate the effective wind speed at the rotor. (b) Comparing
our code using a single sample at the rotor hub to approximate the effective wind speed at the rotor. NP refers
to LES and model results from [38]. All three methods of calculating TI refer to results obtained using our code.
The three methods for calculating TI are to address various complications during our optimization process (see
Sections II.B.2 and II.D for details).

Table 1 Normalized model power error as compared to Horn Rev LES results [38].

No Local TI Hard Max TI Smooth Max TI

Samples Samples Samples
NP Model 100 1 100 1 100 1

Directional
Max 0.055 0.206 0.266 0.053 0.072 0.053 0.072
Average 0.022 0.058 0.074 0.017 0.025 0.017 0.025

Row
Max 0.057 0.253 0.312 0.035 0.161 0.035 0.161
Average 0.034 0.179 0.243 0.018 0.058 0.018 0.058
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Fig. 5 Powerbydirection for theHornsRevwind farm. (a)Comparing our codeusing 100points to approximate
the effective wind speed at the rotor. (b) Comparing our code using a single sample at the rotor hub to
approximate the effective wind speed at the rotor. NP refers to LES and model results from [38]. All three
methods of calculating TI refer to results obtained using our code. The three methods for calculating TI are to
address various complications during our optimization process (see Sections II.B.2 and II.D for details).

C. Test Case
For the LES comparison, we used the National Renewable Energy Laboratory (NREL) 5-MW reference turbine

[42]. We used the same thrust and power coefficient curves for the NREL 5-MW turbine as used in [12], with linear
interpolation between points. Our test wind farm was constrained by the domain of the LES simulation precursor. We
limited the LES simulation to a 5-km square area to keep necessary computational resources to a reasonable level. In
order to avoid edge effects in the simulation, we needed at least 0.5 km between the edge of wind farm and the edge of
the simulation space. To limit the computational cost, we used only a single wind direction and rotated the wind turbine
locations within the simulation space to calculate the power production in different directions so that a single precursor
could be used. The resulting available space for the wind farm was a circle with a 2-km radius in the middle of the
simulation space. Within the resulting circular region, we placed as many turbines as possible in a concentric circular
pattern with a minimum allowable distance between turbines of five times the rotor diameter. The resulting baseline
layout is shown in Fig. 6.

For the wind frequencies, we chose to use the Nantucket wind rose [43]. To reduce the computational cost of the
LES simulations, we generated a wind rose with 12 directions by binning every 3 directions from the Nantucket wind
rose starting with wind from the north. We used the 12-direction wind rose for both the optimizations and the LES. The
original and final wind roses are shown in Fig. 7.

D. Optimization
We optimized the wind farm layout using AEP as the objective. The optimization problem was formulated as shown

in Eq. (21).
maximize

xi,yi
AEP(xi, yi, ) i = 1...38

subject to Si j ≥ 2d i, j = 1...38 i , j

[xc − xi]2 + [yc − yi]2 ≤ r2
b i = 1...38 (21)

In Eq. (21), (xi, yi) is the position of each turbine i, Si j represents the separation distance between each pair of turbines
i and j, (xc, yc) is the location of the center of the wind farm, and rb is the radius of the wind farm boundary.

The optimization problem was built in OpenMDAO, a Multidisciplinary Design Analysis and Optimization platform
[44]. Gradients of the wake model were obtained using Tapenade, an algorithmic differentiation tool [45]. Gradients of
all other system components were derived by hand. The final system gradients were compiled by OpenMDAO.
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Fig. 6 Base case wind farm layout. The circles marking turbine locations are to scale, with diameters equal to
the rotor diameter.

The gradients of both the objective function and constraints were scaled to be close to order one. The final problem
was then solved using the Sparse Nonlinear OPTimizer (SNOPT), a gradient-based optimization algorithm that uses
a sequential quadratic programming approach. SNOPT was used in this case because it is well suited to nonlinear
problems with high dimensionality [28].

Along with SNOPT, we used the wake expansion continuation (WEC) method for reducing the multimodality of the
wind farm layout optimization problem [30]. WEC relaxation factors ran from at 3.00 down to, and including, 1.00 in
steps of 0.25. After completing the WEC series, we ran one final optimization, from the optimized layout found using
WEC. In the final optimization, local turbulence intensity was calculated with the smooth maximum function as in
Eq. (15). For final wind farm assessment, we calculated local turbulence intensity using the hard maximum as done in
[38].

As mentioned in Section II.B.2, we used three methods for calculating TI: (1) constant ambient TI only, (2) local
TI calculated with a smooth max, and (3) local TI calculated with a hard maximum as done in the NP wind farm
model. Because the hard maximum (3) creates discontinuities in the model and is not differentiable, we used a smooth
maximum function (2) in the final step of our optimization process. Calculating local TI as done in the NP wind farm
model, with either the hard or smooth maximum functions, adds additional local optima that are exaggerated when
using WEC. The additional local optima drastically reduce the effectiveness of the WEC method, so we neglected local
turbulence intensity during the WEC optimization series.

To arrive at the final optimized solution, we used a multistart optimization approach. Starting locations we used were
the baseline layout shown in Fig. 6, as well as 199 pseudo-random layouts meeting the constraints of the optimization
problem.

E. Large-Eddy Simulation
The Simulator fOr Wind Farm Applications (SOWFA) is a high-fidelity, large-eddy simulation tool that was

developed at NREL for wind plant studies [46–48]. It is a computational fluid dynamics solver based on OpenFOAM
[49] and can model turbines as actuator disks or actuator lines. This study uses turbines modeled as actuator disks to
reduce computational cost. Separate studies have been conducted that demonstrate that the steady-state power is similar
in actuator disk and actuator line cases [50].
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Fig. 7 (a) Nantucket frequency wind rose [43]. (b) Nantucket frequency wind rose binned into 12 directions.

SOWFA solves the three-dimensional, incompressible, Navier-Stokes equations and transport of potential temperature
equations, which take into account the thermal buoyancy and Earth rotation (Coriolis) effects in the atmosphere. The
inflow conditions for these simulations are generated using a periodic atmospheric boundary layer precursor with no
turbines.

SOWFA calculates the unsteady flow field to compute the time-varying power, velocity deficits, and aerodynamic
loads at each turbine in a wind plant. This level of computation, with high-fidelity accuracy, takes on the order of hours
to days to run on a supercomputer using a few hundred to a few thousand processors, depending on the size of the wind
plant. The simulations run for this study were performed on Peregrine, NREL’s high-performance computer [51].

It should be noted that studies have been performed to validate SOWFA. For example, it has been compared with
48-turbine Lillgrund wind plant field data and shows good agreement through the first five turbines in a row aligned
with the wind direction [52]. In addition, SOWFA has been tested to verify that it captures the inertial range in the
turbulent energy spectra and log layer in the mean flow, both of which characterize a real atmospheric boundary layer
[47]. Further validation studies are ongoing.

Actuator disk simulations of the 38-turbine layout described in Section II.C, as well as the optimized layout, were
performed using SOWFA. To avoid needing a different precursor for each of the 12 directions, the layout was rotated to
a reference wind direction of 270◦. The scenarios were simulated under neutral atmospheric conditions with an 8m/s
mean wind speed at 80 m and approximately 10.8% turbulence intensity at hub height.

The simulations each ran for approximately 2000 s of simulated time. A structured mesh was used in this study with
a grid spacing of 10m in the x, y, and z directions, resulting in a grid that is 500 × 500 × 100 (i.e., 25,000,000 grid
cells). Using 500 cores, simulations took on the order of 1 day to complete.

III. Results and Discussion
Due to the multimodal nature of the wind farm layout optimization problem, optimizing with the 200 different

starting layouts resulted in a range of AEP values. While the optimizations were performed using one sample on the
rotor-swept area, we used 100 samples across the rotor-swept area for the analysis. The distributions of AEP values
as calculated with one and 100 samples across the rotor-swept area are shown in Fig. 8. Note that the distribution of
AEP results is shifted lower when calculated using 100 samples on the rotor-swept area due to the denser sampling
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accounting for more wake effects. The next step was to determine the best layout. Calculating with 100 samples or one
sample both indicate that the best layout is the one that started from the base case layout (shown in Fig. 6). The final
optimized layout is shown in Fig. 9.
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Fig. 8 Distribution of AEP improvement calculated with one rotor sample point (black) and 100 rotor sample
points (blue) from the 200 optimization runs. The high outlier started from the baseline layout. Note that the
optimizations were performed using only one rotor sample point.
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Fig. 9 Optimized wind farm layout. The circles marking turbine locations are to scale, with diameters equal
to the rotor diameter.

We will now investigate the error with more granularity. The directional power production for both SOWFA and the
BP model are shown in Fig. 10. The optimized power production in each direction for the optimized layout was nearly
equal according to BP, with a spread of only 0.3 MW across all directions. More variance appeared in the SOWFA
results, which had a spread of 3.4 MW across all directions for the optimized layout. The SOWFA predictions for the
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base case directions had more variation than BP as well. When we dive a little deeper we find that the directional power
predictions had errors ranging from −5.4% to 5.0% for the base case layout and −4.5% to 0.8% for the optimized layout.
The difference in these error ranges indicates that the BP model is underestimating the power more for the optimized
layout than the base case layout. The directional power errors for the base case layout have generally larger magnitudes
than the directional errors for the optimized layout, but the directional errors for the base case layout are more equally
distributed in the positive and negative than the directional errors for the optimized layout. Despite the directional
errors, both the BP model and SOWFA predicted increased power production for every direction for the optimized
layout as compared to the base case layout. The directional power, AEP, AEP improvement, and corresponding errors
are reported in Table 1.
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Fig. 10 Power production in each direction for SOWFA and the BP wake model using the hard maximum and
100 samples across the rotor for (a) the base layout (Fig. 6) and (b) the optimized layout (Fig. 9).

Table 2 BP and SOWFA Results

Base Case Optimized Improvement

Dir. SOWFA BP Error SOWFA BP Error SOWFA BP

10◦ 54.6 MW 57.3 MW 5.0 % 63.7 MW 61.4 MW −3.6 % 16.7 % 7.2 %
40◦ 56.0 MW 55.5 MW −0.9 % 60.9 MW 61.4 MW 0.8 % 8.7 % 10.5 %
70◦ 57.0 MW 57.5 MW 0.9 % 62.6 MW 61.4 MW −1.8 % 9.8 % 6.8 %
100◦ 60.9 MW 57.6 MW −5.4 % 62.8 MW 61.2 MW −2.6 % 3.2 % 6.4 %
130◦ 57.5 MW 58.4 MW 1.6 % 61.6 MW 61.2 MW −0.7 % 7.2 % 4.8 %
160◦ 56.9 MW 56.9 MW 0.0 % 61.5 MW 61.2 MW −0.5 % 8.0 % 7.5 %
190◦ 54.1 MW 56.9 MW 5.3 % 63.7 MW 61.4 MW −3.7 % 17.9 % 7.9 %
220◦ 54.8 MW 55.8 MW 1.8 % 62.3 MW 61.3 MW −1.6 % 13.8 % 9.9 %
250◦ 59.5 MW 57.7 MW −2.9 % 61.9 MW 61.3 MW −0.9 % 4.1 % 6.2 %
280◦ 57.9 MW 56.9 MW −1.8 % 62.8 MW 61.2 MW −2.6 % 8.5 % 7.5 %
310◦ 58.8 MW 58.8 MW −0.1 % 60.8 MW 61.1 MW 0.5 % 3.3 % 3.9 %
340◦ 55.1 MW 56.4 MW 2.4 % 64.2 MW 61.3 MW −4.5 % 16.5 % 8.6 %
AEP 478 GWh 481 GWh 0.5 % 526 GWh 516 GWh −1.8 % 9.9 % 7.4 %

Just as the directional errors are larger than the AEP errors, the wind turbine power errors are, in general, much
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greater than the directional errors. Power production errors for individual turbines ranged from −27.6% to 96.6% for the
base case layout and −32.9% to 118.4% for the optimized layout. The BP model accurately predicted the direction of
the change in power for only 61.6% of the wind turbines. Power predictions for individual wind turbines have too much
error to be trusted individually. It may be argued that if we cannot trust the individual wind turbine power predictions,
then the wind farm layout optimization cannot be trusted either since the optimizer moves the turbines to improve their
power and therefore the power of the farm as a whole. However, despite the turbine errors, the BP model still allows the
optimizer to reduce wake effects, which is the primary driver for increasing power production in a real wind farm. The
errors for power production for each turbine in each wind direction are shown in the appendix in Figs. 11 and 12.

We have found that each time we average turbine powers to get directional power, or average directional power to
calculate AEP, the error decreases. The maximum errors at each level are as follows: 118.4% for wind turbine power,
5.4% for directional power, and 1.8% for AEP. This is as expected since we know from the law of large numbers that the
more samples that are combined to get an averaged result, the more precise that result tends to be. The directional
power and AEP values can be seen as scaled means of the power production of the individual wind turbines. We can
then place some confidence in AEP and directional power predictions from the BP model. We have shown that the
overall improvements in directional power for this case are not just a factor of the simplified wake model since the AEP
improvement is shown to be even greater according to SOWFA simulations than predicted by the BP model.

IV. Conclusion
In this work, we have made some adjustments to the 2016 Bastankhah and Porté-Agel wake model and the 2016

Niayifar and Porté-Agel wind farm model for improved compatibility with gradient-based optimization methods. We
then demonstrated that our implementation of our altered models met or exceeded the accuracy of the models presented
by Bastankhah, Niayifar, and Porté-Agel as compared to the LES data presented by Niayifar and Porté-Agel in [38]. We
described our test case and gradient-based optimization methods, as well as the SOWFA setup used to produce the
LES results that we used to check the model and optimization results. We found that the individual turbine predictions
based on the models had large errors as compared to our SOWFA simulations, up to 118.4%. The directional and AEP
errors were much less, up to only 5.4% and 1.8%, respectively. The models predicted an improvement in AEP of 7.4%,
while SOWFA predicted that the AEP improvement should be 9.9%. Based on these results, we conclude that while the
individual turbine power predictions may not be accurate, the improvements in directional power and AEP, at least for
this case, can be trusted and are not simply an artifact of the simplified models being used during optimization.

Future work should include further analysis of the individual wind turbine power errors, an investigation of methods
for sampling wind speeds across the rotor-swept area, and demonstration of optimization improvements in other wind
farms and wind conditions using simulations. More wind tunnel tests of optimized wind farms are needed to validate
the results of wind farm layout optimization using simplified models.
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Appendix
The power production error for individual turbines in each direction for the 2016 Bastankhah and Porté-Agel wake

model and the 2016 Niayifar and Porté-Agel wind farm model as compared to LES simulation performed using SOWFA
are shown in Fig. 11(a) and Fig. 12(a). Directional power production errors for the models compared to the SOWFA
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results are shown in Fig. 11(b) and Fig. 12(b).
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Fig. 11 (a) Power production error of individual turbines in each direction as compared to SOWFA for the
base case layout (Fig. 6). (b) Directional power production error as compared to SOWFA for the base case layout
(Fig. 6). The color bar applies to both (a) and (b).
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Fig. 12 (a) Power production error of individual turbines in each direction as compared to SOWFA for the
optimized layout (Fig. 9). (b) Directional power production error as compared to SOWFA for the optimized
layout (Fig. 9). The color bar applies to both (a) and (b).

16

This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications.



References
[1] Mosetti, G., Poloni, C., and Diviacco, B., “Optimization of wind turbine positioning in large windfarms by means of a genetic

algorithm,” Journal of Wind Engineering and Industrial Aerodynamics, Vol. 51, No. 1, 1994, pp. 105 – 116. doi:https://doi.org/
10.1016/0167-6105(94)90080-9, URL http://www.sciencedirect.com/science/article/pii/0167610594900809.

[2] Grady, S., Hussaini, M., and Abdullah, M., “Placement of wind turbines using genetic algorithms,” Renewable Energy, Vol. 30,
No. 2, 2005, pp. 259 – 270. doi:https://doi.org/10.1016/j.renene.2004.05.007, URL http://www.sciencedirect.com/
science/article/pii/S0960148104001867.

[3] Elkinton, C. N., Manwell, J. F., and McGowan, J. G., “Algorithms for Offshore Wind Farm Layout Optimization,” Wind
Engineering, Vol. 32, No. 1, 2008, pp. 67–83.

[4] González, J. S., Rodriguez, A. G. G., Mora, J. C., Santos, J. R., and Payan, M. B., “Optimization of wind farm turbines layout
using an evolutive algorithm,” Renewable Energy, Vol. 35, No. 8, 2010, pp. 1671 – 1681. doi:https://doi.org/10.1016/j.renene.
2010.01.010, URL http://www.sciencedirect.com/science/article/pii/S0960148110000145.

[5] Moorthy, C. B., Deshmukhb, M., and Mukherejeec, D., “New Approach for Placing Wind Turbines in a Wind Farm Using
Genetic Algorithm,” Wind Engineering, Vol. 38, No. 6, 2014, pp. 633–642.

[6] Turner, S., Romero, D., Zhang, P., Amon, C., and Chan, T., “A new mathematical programming approach to optimize wind
farm layouts,” Renewable Energy, Vol. 63, 2014, pp. 674–680.

[7] Perez-Moreno, S. S., Dykes, K., Merz, K. O., and Zaaijer, M. B., “Multidisciplinary design analysis and optimisation
of a reference offshore wind plant,” Journal of Physics: Conference Series, Vol. 1037, No. 4, 2018, p. 042004. URL
http://stacks.iop.org/1742-6596/1037/i=4/a=042004.

[8] Chowdhury, S., Zhang, J., Messac, A., and Castillo, L., “Unrestricted wind farm layout optimization (UWFLO): Investigating
key factors influencing the maximum power generation,” Renewable Energy, Vol. 38, No. 1, 2012, pp. 16–30.

[9] Réthoré, P.-E., Fuglsang, P., Larsen, G. C., Buhl, T., Larsen, T. J., and Aagaard Madsen, H., “TOPFARM: Multi-fidelity
optimization of wind farms,” Wind Energy, Vol. 17, No. 12, 2014, pp. 1797–1816.

[10] Fleming, P., Ning, A., Gebraad, P., and Dykes, K., “Wind Plant System Engineering through Optimization of Layout and Yaw
Control,” Wind Energy, 2015.

[11] Guirguis, D., Romero, D. A., and Amon, C. H., “Toward efficient optimization of wind farm layouts: Utilizing exact gradient
information,” Applied Energy, Vol. 179, No. Supplement C, 2016, pp. 110 – 123. doi:https://doi.org/10.1016/j.apenergy.2016.
06.101, URL http://www.sciencedirect.com/science/article/pii/S0306261916308765.

[12] Gebraad, P., Thomas, J. J., Ning, A., Fleming, P., and Dykes, K., “Maximization of the Annual Energy Production of Wind
Power Plants by Optimization of Layout and Yaw-Based Wake Control,” Wind Energy, Vol. 20, No. 1, 2017, pp. 97–107.
doi:10.1002/we.1993.

[13] Crespo, A., Hernandez, J., and Frandsen, S., “Survey of Modelling Methods for Wind Turbine Wakes and Wind Farms,” Wind
Energy, Vol. 2, No. 1, 1999, pp. 1–24.

[14] Barthelmie, R. J., Folkerts, L., Larsen, G. C., Rados, K., Pryor, S. C., Frandsen, S. T., Lange, B., and Schepers, G., “Comparison
of Wake Model Simulations with Offshore Wind Turbine Wake Profiles Measured by Sodar,” Journal of Atmospheric and
Oceanic Technology, Vol. 23, 2014.

[15] Barthelmie, R. J., Hansen, K., Frandsen, S. T., Rathmann, O., Schepers, J. G., Schlez, W., Phillips, J., Rados, K., Zervos, A.,
Politis, E. S., and Chaviaropoulos, P. K., “Modelling and Measuring Flow and Wind Turbine Wakes in Large Wind Farms
Offshore,” Wind Energy, Vol. 12, 2009, pp. 431–444.

[16] Gaumond, M., Réthoré, P.-E., Bechmann, A., Ott, S., Larsen, G. C., Pena Diaz, A., and Hansen, K. S., “Benchmarking of Wind
Turbine Wake Models in Large Offshore Wind Farms,” Making Torque from the Wind Conference, Oldenburg, Germany, 2012.

[17] Beaucage, P., Brower, M., Robinson, N., and Alonge, C., “Overview of six commercial and research wake models for large
offshore wind farms,” EWEA Proceedings, 2012.

[18] Moriarty, P., Rodrigo, J. S., Gancarski, P., Chuchfield, M., Naughton, J. W., Hansen, K. S., Machefaux, E., Maguire, E.,
Castellani, F., Terzi, L., Breton, S.-P., and Ueda, Y., “IEA-Task 31 WAKEBENCH: Towards a protocol for wind farm flow
model evaluation. Part 2: Wind farm wake models,” Journal of Physics: Conference Series, Vol. 524, No. 1, 2014, p. 012185.
URL http://stacks.iop.org/1742-6596/524/i=1/a=012185.

17

This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications.

http://www.sciencedirect.com/science/article/pii/0167610594900809
http://www.sciencedirect.com/science/article/pii/S0960148104001867
http://www.sciencedirect.com/science/article/pii/S0960148104001867
http://www.sciencedirect.com/science/article/pii/S0960148110000145
http://stacks.iop.org/1742-6596/1037/i=4/a=042004
http://www.sciencedirect.com/science/article/pii/S0306261916308765
http://stacks.iop.org/1742-6596/524/i=1/a=012185


[19] Annoni, J., Seiler, P., Johnson, K., Fleming, P., and Gebraad, P., “Evaluating wake models for wind farm control,” American
Control Conference, American Automatic Control Council, New York, 2014.

[20] Andersen, S. J., Sørensen, J. N., Ivanell, S., and Mikkelsen, R. F., “Comparison of Engineering Wake Models with CFD
Simulations,” Journal of Physics: Conference Series (Online), Vol. 524, No. 1, 2014.

[21] Göçmen, T., van der Laan, P., Réthoré, P.-E., Peña Diaz, A., Larsen, G. C., and Ott, S., “Wind turbine wake models developed
at the Technical University of Denmark: A review,” Renewable and Sustainable Energy Reviews, Vol. 60, 2016, pp. 752–769.

[22] Machefaux, E., Larsen, G. C., and Leon, J. P. M., “Engineering models for merging wakes in wind farm optimization
applications,” Journal of Physics: Conference Series, Vol. 625, No. 1, 2015, p. 012037. URL http://stacks.iop.org/1742-
6596/625/i=1/a=012037.

[23] Bokharaie, V. S., Bauweraerts, P., and Meyers, J., “Wind-farm layout optimisation using a hybrid Jensen–LES approach,”
Wind Energy Science, Vol. 1, No. 2, 2016, pp. 311–325. doi:10.5194/wes-1-311-2016, URL https://www.wind-energ-
sci.net/1/311/2016/.

[24] Herbert-Acero, J. F., Probst, O., Réthoré, P.-E., Larsen, G. C., and Castillo-Villar, K. K., “A Review of Methodological
Approaches for the Design and Optimization of Wind Farms,” Energies, Vol. 7, No. 11, 2014.

[25] Kusiak, A., and Song, Z., “Design of wind farm layout for maximum wind energy capture,” Renewable Energy, Vol. 35, No. 3,
2010, pp. 685–694.

[26] Graf, P., Dykes, K., Scott, G., Fields, J., Lunacek, M., Quick, J., and Rethore, P.-E., “Wind Farm Turbine Type and Placement
Optimization,” Journal of Physics: Conference Series, Vol. 753, No. 6, 2016, p. 062004. URL http://stacks.iop.org/
1742-6596/753/i=6/a=062004.

[27] Rios, L. M., and Sahinidis, N. V., “Derivative-free optimization: a review of algorithms and comparison of software
implementations,” Journal of Global Optimization, Vol. 56, No. 3, 2013, pp. 1247–1293. doi:10.1007/s10898-012-9951-y,
URL https://doi.org/10.1007/s10898-012-9951-y.

[28] Gill, P., Murray, W., and Saudners, M., “SNOPT: an SQP algorithm for large-scale constrained optimization,” SIAM Review,
Vol. 47, 2005, pp. 99–131.

[29] Thomas, J., Gebraad, P., and Ning, A., “Improving the FLORIS Wind Plant Model for Compatibility with Gradient-Based
Optimization,” Wind Engineering, 2017. (accepted).

[30] Thomas, J. J., and Ning, A., “A Method for Reducing Multi-Modality in the Wind Farm Layout Optimization Problem,”
Journal of Physics: Conference Series, Vol. 1037, The Science of Making Torque from Wind, Milano, Italy, 2018. doi:
10.1088/1742-6596/1037/4/042012.

[31] Jensen, N. O., “A Note on Wind Generator Interaction,” Tech. rep., Risø National Laboratory, DK-4000 Roskilde, Denmark,
November 1983.

[32] Frandsen, S., Barthelmie, R., Pryor, S., Rathmann, O., Larsen, S., and Højstrup, J., “Analytical Modelling of Wind Speed
Deficit in Large Offshore Wind Farms,” Wind Energy, Vol. 9, 2006, pp. 39–53.

[33] Gebraad, P. M. O., Teeuwisse, F. W., van Wingerden, J. W., Fleming, P. A., Ruben, S. D., Marden, J. R., and Pao, L. Y., “Wind
plant power optimization through yaw control using a parametric model for wake effects—a CFD simulation study,” Wind
Energy, 2014.

[34] Bastankhah, M., and Porté-Agel, F., “A new analytical model for wind-turbine wakes,” Renewable Energy, Vol. 70, 2014, pp.
116–123.

[35] Bastankhah, M., and Porté-Agel, F., “Experimental and theoretical study of wind turbine wakes in yawed conditions,” Journal
of Fluid Mechanics, Vol. 806, 2016, pp. 506–541.

[36] Belegundu, A. D., and Chandrupatla, T. R., Optimization Concepts and Applications in Engineering, 2nd ed., Cambridge
University Press, 2011.

[37] Niayifar, A., and Porté-Agel, F., “A new analytical model for wind farm power prediction,” Journal of Physics: Conference
Series, 2015.

[38] Niayifar, A., and Porté-Agel, F., “Analytical Modeling of Wind Farms: A New Approach for Power Prediction,” Energies,
Vol. 9, No. 9, 2016, pp. 1–13.

18

This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications.

http://stacks.iop.org/1742-6596/625/i=1/a=012037
http://stacks.iop.org/1742-6596/625/i=1/a=012037
https://www.wind-energ-sci.net/1/311/2016/
https://www.wind-energ-sci.net/1/311/2016/
http://stacks.iop.org/1742-6596/753/i=6/a=062004
http://stacks.iop.org/1742-6596/753/i=6/a=062004
https://doi.org/10.1007/s10898-012-9951-y


[39] Keane, A., Aguirre, P. E. O., Ferchland, H., Clive, P., and Gallacher, D., “An analytical model for a full wind turbine
wake,” Journal of Physics: Conference Series, Vol. 753, No. 3, 2016, p. 032039. URL http://stacks.iop.org/1742-
6596/753/i=3/a=032039.

[40] Crespo, A., and Herna´ndez, J., “Turbulence characteristics in wind-turbine wakes,” Journal of Wind Engineering and
Industrial Aerodynamics, Vol. 61, No. 1, 1996, pp. 71 – 85. doi:http://dx.doi.org/10.1016/0167-6105(95)00033-X, URL
http://www.sciencedirect.com/science/article/pii/016761059500033X.

[41] Cook, J. D., “How to compute the soft maximum,” 2010. URL https://www.johndcook.com/blog/2010/01/20/how-
to-compute-the-soft-maximum/.

[42] Jonkman, J., Butterfield, S., Musial, W., and Scott, G., “Definition of a 5-MW reference wind turbine for offshore system
development,” National Renewable Energy Laboratory, Golden, CO, Technical Report No. NREL/TP-500-38060, 2009.

[43] Western Regional Climate Center, “Station Wind Rose: Nantucket,” 2012. URL https://wrcc.dri.edu/cgi-bin/wea_
windrose.pl?laKACK.

[44] Gray, J., Moore, K. T., and Naylor, B. A., “OpenMDAO: An Open Source Framework for Multidisciplinary Analysis and
Optimization,” Proceedings of the 13th AIAA/ISSMO Multidisciplinary Analysis Optimization Conference, 2010.

[45] Hascoët, L., and Pascual, V., “The Tapenade Automatic Differentiation tool: Principles, Model, and Specification,” ACM
Transactions On Mathematical Software, Vol. 39, No. 3, 2013. URL http://dx.doi.org/10.1145/2450153.2450158.

[46] Churchfield, M., and Lee, S., “NWTC Information Portal (SOWFA),” 2015. URL https://nwtc.nrel.gov/SOWFA.

[47] Churchfield, M. J., Lee, S., Michalakes, J., and Moriarty, P. J., “A numerical study of the effects of atmospheric and wake
turbulence on wind turbine dynamics,” Journal of Turbulence, Vol. 13, 2012, p. N14. doi:10.1080/14685248.2012.668191,
URL https://doi.org/10.1080/14685248.2012.668191.

[48] Fleming, P., Gebraad, P., van Wingerden, J.-W., Lee, S., Churchfield, M., Scholbrock, A., Michalakes, J., Johnson, K., and
Moriarty, P., “The SOWFA super-controller: A high-fidelity tool for evaluating wind plant control approaches,” Proceedings of
the EWEA Annual Meeting, Vienna, Austria, 2013.

[49] Jasak, H., Jemcov, A., Tukovic, Z., et al., “OpenFOAM: A C++ library for complex physics simulations,” International workshop
on coupled methods in numerical dynamics, Vol. 1000, IUC Dubrovnik, Croatia, 2007, pp. 1–20.

[50] Martinez, L., Leonardi, S., Churchfield, M., and Moriarty, P., “A comparison of actuator disk and actuator line wind turbine
models and best practices for their use,” 50th AIAA Aerospace Sciences Meeting including the New Horizons Forum and
Aerospace Exposition, 2012, p. 900.

[51] Regimbal, K., Carpenter, I., Chang, C., and Hammond, S., “Peregrine at the National Renewable Energy Laboratory,”
Contemporary High Performance Computing: From Petascale toward Exascale, Volume Two, Vol. 23, 2015, p. 163.

[52] Churchfield, M. J., Lee, S., Moriarty, P. J., Martinez, L. A., Leonardi, S., Vijayakumar, G., and Brasseur, J. G., “A large-eddy
simulation of wind-plant aerodynamics,” AIAA paper, Vol. 537, 2012, p. 2012.

19

This report is available at no cost from the National Renewable Energy Laboratory (NREL) at www.nrel.gov/publications.

http://stacks.iop.org/1742-6596/753/i=3/a=032039
http://stacks.iop.org/1742-6596/753/i=3/a=032039
http://www.sciencedirect.com/science/article/pii/016761059500033X
https://www.johndcook.com/blog/2010/01/20/how-to-compute-the-soft-maximum/
https://www.johndcook.com/blog/2010/01/20/how-to-compute-the-soft-maximum/
https://wrcc.dri.edu/cgi-bin/wea_windrose.pl?laKACK
https://wrcc.dri.edu/cgi-bin/wea_windrose.pl?laKACK
http://dx.doi.org/10.1145/2450153.2450158
https://nwtc.nrel.gov/SOWFA
https://doi.org/10.1080/14685248.2012.668191

	Introduction
	Methods
	Wake Model
	Wind Farm Model
	Wake Combination
	Turbulence Intensity
	Sampling Over the Rotor-Swept Area
	AEP and Wind Turbine Power
	Model Verification

	Test Case
	Optimization
	Large-Eddy Simulation

	Results and Discussion
	Conclusion



