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I AM WHO I SAY I AM: VERIFYING
IDENTITY WHILE PRESERVING
PRIVACY IN THE DIGITAL AGE

Friday, July 16, 2021

U.S. HOUSE OF REPRESENTATIVES,
TASK FORCE ON ARTIFICIAL INTELLIGENCE,
COMMITTEE ON FINANCIAL SERVICES,
Washington, D.C.

The task force met, pursuant to notice, at 12 p.m., via Webex,
Hon. Bill Foster [chairman of the task force] presiding.

Members present: Representatives Foster, Casten, Adams, Gar-
cia of Texas, Auchincloss; Gonzalez of Ohio, Budd, and Taylor.

Ex officio present: Representative Waters.

Chairman FOSTER. The Task Force on Artificial Intelligence will
now come to order.

Without objection, the Chair is authorized to declare a recess of
the task force at any time. Also, without objection, members of the
full Financial Services Committee who are not members of the task
force are authorized to participate in today’s hearing.

As a reminder, I ask all Members to keep themselves muted
when they are not being recognized by the Chair. The staff has
been instructed not to mute Members, except when a Member is
not being recognized by the Chair and there is inadvertent back-
ground noise.

Members are also reminded that they may participate in only
one remote proceeding at a time. If you are participating today,
please keep your camera on. And if you choose to attend a different
remote proceeding, please turn your camera off.

Today’s hearing is entitled, “I Am Who I Say I Am: Verifying
Identity While Preserving Privacy in the Digital Age.”

I now recognize myself for 4 minutes to give an opening state-
ment.

Today, we are here to explore how we can leverage the power of
artificial intelligence (AI) to create a secure digital identity, and
how we can leverage those capabilities with digital infrastructure,
such as mobile ID, to make internet access safer, more available,
and more equitable for all of us. Digital identification is a long-
overdue and necessary tool for the U.S. economy to transition into
the digital age, while preventing fraud, ensuring privacy, and im-
proving equity.

Especially since COVID, we find ourselves increasingly working,
transacting, and interacting online. Hand-in-hand with that, iden-
tity theft is at an all-time high, with over 1.3 million reports to the
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Federal Trade Commission (FTC) in 2020. A digital identity would
provide Americans with a way to prove who they are online in a
more secure manner. People could use it to sign up for government
benefits, make a withdrawal from their bank, or to view their med-
ical records, all with the risk of identity theft or fraud approaching
zero. Reducing identity fraud would not only provide tremendous
savings to individuals and consumers, but would also create mas-
sive savings for our government as well.

However, it is important to get this right. We must ensure that
a digital identity framework is established with the utmost empha-
sis on privacy and security. That is why I have introduced the Im-
proving Digital Identity Act of 2021, a bipartisan measure to estab-
lish a government-wide approach to improving digital identity. This
bill would establish a task force in the Executive Office of the
President to develop secure methods for Federal, State, and local
agencies to validate identity attributes, to protect the privacy and
security of individuals, and to support reliable, interoperable dig-
ital identity verification in both the public and private sectors.

This is the first step to determine what our government needs
in order to implement this crucial technology. Using the power of
Al, we can detect suspicious activity, catch bad actors, and greatly
improve our online validation and authentication process.

I thank all of our Members and witnesses for being here today.
And I look forward to this discussion to find out how we can best
use artificial intelligence and digital identity to improve the lives
of everyday Americans.

The Chair now recognizes the ranking member of the task force,
Mr. Gonzalez of Ohio, for 5 minutes for an opening statement.

Mr. GONzZALEZ OF OHIO. First off, thank you, Chairman Foster,
for your leadership on this task force and for today’s hearing and
the witnesses. I want to commend all of your hard work on this
issue, and for being a thoughtful leader in Congress on how to bet-
ter protect the personally identifiable information (PII) of Ameri-
cans across the country. I have enjoyed our dialogues on that, and
I look forward to continuing them.

Today’s hearing provides an opportunity to hear directly from in-
dustry experts and stakeholders on advancements in improving the
protection of Americans’ personal identity. The task force had a
similar hearing in 2019, and it is important that we continue to
consider gaps that persist, and the proper role for the Federal Gov-
ernment, going forward.

As a consumer, it often feels like you need to share every impor-
tant detail of your personal identity in order to even think about
creating an account with a financial institution or other internet
service provider. Sharing your driver’s license, Social Security num-
ber, sometimes your passport, and other sensitive information on-
line can be intimidating and can make consumers question whether
their information is safe and secure.

And it is not hard to see why. Financial services firms fall victim
to cybersecurity attacks approximately 300 times more frequently
than other businesses. These breaches have occurred as bad actors
have become even more sophisticated, and have amassed troves of
data on American citizens. This, along with the wealth of data that
Americans share daily via social media, has empowered criminals
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to take advantage of the current identity system which they then
use to commit theft and fraud.

To the credit of private industry, we have seen tremendous ad-
vances in technology to help secure Americans’ private information
and identity. The use of Al, machine learning, and blockchain tech-
nology has allowed for new forms of analysis that can verify an in-
dividual’s identity in a secure way.

Now, it is time for Congress to work with Federal regulators to
ensure that the United States is equipped with the tools necessary
to keep pace internationally. We should consider innovative pro-
posals such as Mr. Foster’s Improving Digital Identity Act, which
will establish a task force within the Federal Government to en-
gage with relevant stakeholders, but would also require the Na-
tional Institute of Standards & Technology (NIST) to develop a
framework of standards for the Federal Government to follow when
providing services to support digital identity verification. I com-
mend him and my other colleagues for their work on this thought-
ful legislation.

Beyond the obvious concerns regarding fraud and identity theft,
I am also looking forward to learning more today about how other
forms of identification verification can increase access to financial
services and inclusion. This committee should champion new tech-
nologies and their ability to break down the barriers that prevent
low-income Americans from accessing critical banking services.
Digital identity technologies provide a lot of promise and an oppor-
tunity to further inclusion in our financial services space.

I look forward to the discussion today, and I yield back.

Chairman FoOSTER. Thank you.

Now, we welcome the testimony of our distinguished witnesses:
Jeremy Grant, coordinator of The Better Identity Coalition; David
Kelts, director of product development for GET Group North Amer-
ica; Louise Maynard-Atem, research lead at Women in Identity;
Elizabeth Renieris, founding director of the Notre Dame-IBM Tech-
nology Ethics Lab at the University of Notre Dame; and Victor
Fredung, chief executive officer of Shufti Pro.

Witnesses are reminded that their oral testimony will be limited
to 5 minutes. You should be able to see a timer on your screen that
will indicate how much time you have left, and a chime will go off
at the end of your time. I would ask that you be mindful of the
time, and quickly wrap up your testimony when you hear the
chime, so that we can be respectful of both the witnesses’ and the
task force members’ time.

And without objection, your written statements will be made a
part of the record.

I just want to also take this moment to really compliment you
on the very high quality of your written testimony. It is worth
reading more than once, because of the deep and important obser-
vations that it makes about where digital identity is, and should
be going in our country.

Mr. Grant, you are now recognized for 5 minutes to give an oral
presentation of your testimony.
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STATEMENT OF JEREMY GRANT, COORDINATOR, THE BETTER
IDENTITY COALITION

Mr. GRANT. Thank you.

Chairman Foster, Ranking Member Gonzalez, and members of
the task force, thank you for the opportunity to testify today.

I am here on behalf of The Better Identity Coalition, an organiza-
tion focused on bringing together leading firms from different sec-
tors to work with policymakers to improve the way Americans es-
tablish, protect, and verify their identities when they are online.
Our members include recognized leaders from financial services,
health, technology, Fintech, payments, and security.

Yesterday marked the 3-year anniversary of the release of our
identity policy blueprint, which outlined a set of key initiatives the
government should launch to improve identity that are both mean-
ingful in impact and practical to implement. Our 24 members are
united by a common recognition that the way we handle identity
today in the U.S. is broken, and by a common desire to see both
the public and private sectors each take steps to make identity sys-
tems work better.

On that note, I am very grateful to the Al Task Force for calling
this hearing today, as well as to Chairman Foster for his leader-
ship on this topic. The legislation that he and Congressmen Katko,
Langevin, and Loudermilk introduced 2 weeks ago, the Improving
Digital Identity Act of 2021, is the single best way for government
to begin to address the inadequacies of America’s identity infra-
structure.

I think that one of the top takeaways for the members of this
task force today is that identity is critical infrastructure and needs
to be treated as such. The Department of Homeland Security
(DHS) said as much in 2019, when it declared identity as one of
55 national critical functions, defined as those services so vital to
the U.S. that their disruption, corruption, or dysfunction would
have a debilitating effect on security.

But compared to other critical functions, identity has gotten
scant investment and attention, and the Improving Digital Identity
Act, if approved, will get us started. And I think we are overdue
to get started. The enormity of the problems that was magnified
several times over the last 18 months, amidst the pandemic, lit-
erally made it impossible to engage in most in-person transactions.
The pandemic laid bare the inadequacies of our digital identity in-
frastructure, enabling cybercriminals to steal billions of dollars,
and creating major barriers for Americans trying to obtain critical
benefits and services.

More than $63 billion was stolen from State unemployment in-
surance programs by cybercriminals exploiting weak ID verification
systems, according to the Labor Department. On the flip side, we
have seen hundreds of stories of Americans who have been unable
to get the benefits they desperately need because their applications
for unemployment had been falsely flagged for fraud when they
find themselves unable to successfully navigate the convoluted and
complicated processes many States have put in place to verify iden-
tity.

Beyond unemployment, the inadequacy of our identity infrastruc-
ture remains a major challenge in financial services. Last year, the
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Financial Crimes Enforcement Network (FinCEN) reported that
banks were losing more than $1 billion each month due to identity-
related cybercrime. Meanwhile, millions of Americans can’t get a
bank account because they don’t have the foundational identity
documents needed to prove who they are. And amidst all of this,
ID theft losses soared by 42 percent last year.

So, why are there so many problems here? Well, attackers have
caught up with a lot of the first-generation tools we have used to
protect and verify and authenticate identity. And while this last
year might have driven this point home, the reality is that these
tools have been vulnerable for quite some time.

There are a lot of reasons for this, but the most important ques-
tion is, what should government and industry do about it now? If
there is one message that the task force should take away from to-
day’s hearing, it is that industry said they can’t solve this alone.
We are at a juncture where the government will need to step up
and play a bigger role to help address critical vulnerabilities in our
digital identity fabric, and passing the Improving Digital Identity
Act is where we should start.

Why is government action needed here? Well, as one of our mem-
bers noted, the title of this hearing, “I Am Who I Say I Am,” is
technically incorrect, since for all purposes, when it comes to iden-
tity, you are who the government says you are. At the end of the
day, government is the only authoritative issuer of identity in the
U.S., but identity systems that the government administers are
largely stuck in the paper world, whereas commerce has increas-
ingly moved online.

This idea of an identity gap, a complete absence of credentials
built to support digital transactions, is being actively exploited by
adversaries to steal identities, money, and sensitive data, and de-
fraud consumers, governments, and businesses alike. And while in-
dustry has come up with some decent tools to try to get around this
identity gap, the adversaries have caught up with many of them.

Going forward, the government will need to take a more active
role in working with industry to deliver next-generation remote-ID
proofing solutions. This is not about a national ID. We don’t rec-
ommend that one be created. We already have a number of nation-
ally-recognized authoritative government identity systems: the
driver’s license; the passport; the Social Security number. But be-
cause of this identity gap, the systems are stuck in the paper world
while commerce is moving online.

To fix this, America’s paper-based system should be modernized
around a privacy-protecting, consumer-centric model that allows
consumers to ask an agency that issued a credential to stand be-
hind it in the online world, by validating the information from the
credential. It is exactly what the Improving Digital Identity Act
would do in a way that sets a high bar for privacy, security, and
inclusivity.

Thank you for the opportunity to testify today. Note that I have
submitted lengthier testimony for the record, including some rec-
ommendations on Al and identity. I look forward to answering your
questions.

[The prepared statement of Mr. Grant can be found on page 45
of the appendix.]



6

Chairman FoOSTER. Thank you, Mr. Grant.
Mr. Kelts, you are now recognized for 5 minutes to give an oral
presentation of your testimony.

STATEMENT OF DAVID KELTS, DIRECTOR OF PRODUCT
DEVELOPMENT, GET GROUP NORTH AMERICA

Mr. KELTS. Thank you, Chairman Foster, Ranking Member Gon-
zalez, and members of the task force. I appreciate the opportunity
today.

I am David Kelts of Arlington, Massachusetts, representing my-
self in support of mobile driver’s licenses and forming governance
for an identity ecosystem that reinforces American values of pri-
vacy, equity, and freedom, while spurring innovation.

I am the director for product development for GET Group North
America, which is piloting the Utah mobile driver’s license cur-
rently, and I have been a member for over 5 years of the ISO
standards working group that wrote the ISO 18013-5 mobile driv-
er’s license standard. I lead the Evangelism Task Force for that
group, and I was the lead author on privacy assessment with many
international collaborators.

A mobile driver’s license (mDL) is a digitally-signed ID document
placed on the mobile phone of the correct individual for them to
control. Government issuers around the globe are the signers of the
identity information, and this signature allows for using an mDL
when government-issued ID information is legally required, includ-
ing for in-person transactions.

You don’t show your mDL to someone else. Imagine if we were
showing credit card numbers to merchants from our phones.
Screenshots and editing tools would result in fraud. Instead, you
tap or scan and share a token with the verifier or a reader, and
that token can be used to request a subset of the mDL data. The
mDL holder has full consent over what they share, and with this
standard, people can use the mobile driver’s license around the
country, and around the globe. So, this minimizing of data to that
which is necessary for the transaction represents an improvement
over physical cards, where the full data is always printed on the
front and found in the barcode on the back.

The ISO 18013-5 mDLs are for fronted data transfer for in-per-
son usage. They are designed, the standard is designed to fit next
to other identity standards like OpenID Connect, and things like
user authentication from the FIDO Alliance.

There are challenges to empowering Americans with this mobile
ID document in order for us to meet the values and goals of all of
the people—protecting identity information, giving greater control
and flexibility to the rightful holder of the identity, supporting ac-
curacy of these operations—and these come with the goals of im-
proved privacy and inclusivity and access for all. These goals for
mDL in person are the same as the goals for identity in cyberspace.

mDL itself sort of naturally forms an ecosystem. The government
issuers are the signers of the data, so they have a passive role in
lending trust to the transaction. This is in the form of a public key
used to validate the accuracy, integrity, and provenance of the
data. The technology works today, and is functional, but govern-
ment issuers must make the first move. This sets challenges in
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funding a digital transformation that benefits the residents and
businesses within anya State. Doing the civic good is not always
enough rationale.

Consumer Pays models seem to be taking hold similar to our ID
cards but they can require legislative approval and support for this
digital transformation at the State level and can keep privacy and
American values at the forefront, and kick-start contactless ID.

Market forces alone will not shape an identity-equal system that
meets our values and goals. Price pressure on software towards
free has been driven by these privacy-invasive data-gathering ad-
vertising policies. If the software is free, then you are the product.
And kick-starting market forces, if they don’t happen, it is possible
that entities with very deep pockets can swoop in, meet the market
needs, and own an identity ecosystem.

Challenges exist on the business side as well as on the verifier
side. Businesses and government agencies will wait for a large
number of mDL holders before investing and accepting these dig-
ital ID documents. That can leave people with no place to use their
digital ID.

Across the globe, there are government-led trust frameworks like
Australia, privately-led frameworks like Sovrin, and public-private
partnerships like the Pan-Canadian Trust Framework in Canada,
launched by the Digital ID & Authentication Council of Canada
(DIACC).

I recommend initiating a public-private partnership to define a
framework that meets our values and goals from the existing
pieces, and that can enforce those requirements. This can Kkick-
start identity solutions of many types to meet our goals in the dig-
ital transformation. Federal agencies can continue to lead and lend
their expertise to this, and can be incentivized to accept mobile
driver’s licenses for things like TSA agents to protect their health.

DHS innovation programs can be refocused from architectural
goals to deployment of contactless ID technology. And we welcome
the continued and expanded participation of the Federal Govern-
ment and Federal agencies.

Thank you.

[The prepared statement of Mr. Kelts can be found on page 67
of the appendix.]

Chairman FOSTER. Dr. Maynard-Atem, you are now recognized
for 5 minutes to give an oral presentation of your testimony.

STATEMENT OF LOUISE MAYNARD-ATEM, RESEARCH LEAD,
WOMEN IN IDENTITY

Ms. MAYNARD-ATEM. Good afternoon, and thank you, Chairman
Foster, Ranking Member Gonzalez, and members of the task force
for the opportunity to testify today.

My name is Louise Maynard-Atem. I am the research lead for
the nonprofit organization, Women in Identity. We are an organiza-
tion whose mission is to ensure that digital identity solutions are
designed and built for the diverse communities that they are in-
tended to serve in mind. We are a volunteer-led organization, and
we all work full-time in the digital identity sector. We are entirely
independent, and not acting in the interests of any one organiza-
tion or individual, but we are all united by the belief that we need
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identity systems that work for everyone by ensuring that they are
inclusive and free from bias, and that is the specific topic I would
like to talk about today.

The need for improved digital identity systems and infrastruc-
ture has been a pressing requirement for many years as more busi-
nesses have moved their operations online. The pandemic has ac-
celerated that transition, and the need has become more critical in
the last 18 months.

The shift presents us with a unique opportunity to enable eco-
nomic and societal value creation as digital identity systems be-
come the gatekeeper to services like online banking, e-commerce,
and insurance. However, we also need to recognize that the use of
technology in these systems has the potential to further entrench
and potentially exacerbate the exclusionary and bias practices that
persist in society today.

Simply digitizing what were previously analogue processes and
utilizing flawed data would be a missed opportunity to deliver sys-
tems and services that benefit all citizens.

At Women in Identity, we believe inclusion doesn’t just happen
on its own. For identity systems to be inclusive and free from bias,
the requirement must be explicitly mandated. There are countless
examples of where exclusion and bias haven’t been explicitly man-
dated against, and in many of those instances, systems have been
built that exclude certain groups, often based on characteristics
like race, gender, culture, socioeconomic background, or disability.

According to recent population stats in the United States, ap-
proximately 11 percent of adults don’t have government-issued ID
documents, approximately 18 percent of adults don’t use a
smartphone, and 5.4 percent of U.S. households are unbanked.

Government-issued IDs, ownership of smartphones, and having a
bank account can often be the building blocks used for creating dig-
ital identity services for individuals. It is essential that any solu-
tion that we develop has to be accessible for all of the groups that
I have mentioned, and doesn’t cause them to be further excluded
from opportunities that such technology might present.

If you think about the physical world, we would never erect
buildings that weren’t accessible to all. Features like wheelchair
ramps are mandated. We need to make sure that we are man-
dating the equivalent accessibility in the digital world.

Within Women in Identity, we have seen a move towards identity
trust frameworks being developed, where the need for inclusion
and testing for bias is being explicitly called out.

Here in the UK, I wanted to mention the UK digital identity and
attributes trust framework that Women in Identity was involved in
consulting on. This framework sets out the requirements to help or-
ganizations understand what a good identity verification looks like.
There are explicit callouts that make sure products and services
are exclusive and acceptable, and organizations are required to
complete an annual exclusion report to transparently explain if cer-
tain users or user groups are excluded and why.

The Information Commissioner in the UK has responded in sup-
port of the trust framework, but raises caution if digital identity
and attributes systems are relying on automated processing, due to
the use of algorithms or artificial intelligence within those systems.
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Automated decision-making may have discriminatory effects due to
bias present in the system design, the algorithms used, or the data
sets used in the creation of the product or service.

At Women in Identity, we are currently carrying out a piece of
research that seeks to understand the societal and economic impact
of exclusion in the context of digital identity, and specifically with-
in financial services.

We hope this research will inform the creation of a code of con-
duct designed to help solution providers identify and mitigate po-
tential areas of bias and inclusion in product design to ensure that
the industry is building products that work for everybody, not just
the select few.

To conclude, we believe that in order to achieve the full potential
of digital identity systems, inclusion requirements must be specifi-
cally and explicitly mandated for within any regulation or legisla-
tion, and also, that they must be measured on an ongoing basis.
There are a number of examples within my written testimony
where I describe how this is being done elsewhere, and I strongly
believe in the benefit of sharing best practices and lessons learned
with other industry bodies and consumer advocacy groups to en-
sure that we are delivering systems that enable all citizens equally.

Thank you very much for your time, and I look forward to your
questions.

[The prepared statement of Dr. Maynard-Atem can be found on
page 80 of the appendix.]

Chairman FOSTER. Thank you, Dr. Maynard-Atem.

Professor Renieris, you are now recognized for 5 minutes to give
an oral presentation of your testimony.

STATEMENT OF ELIZABETH M. RENIERIS, PROFESSOR OF THE
PRACTICE & FOUNDING DIRECTOR, NOTRE DAME-IBM
TECHNOLOGY ETHICS LAB, UNIVERSITY OF NOTRE DAME

Ms. RENIERIS. Thank you, Chairman Foster, Ranking Member
Gonzalez, and members of the task force for the opportunity to tes-
tify before you.

My name is Elizabeth Renieris. I am a professor of the practice
and founding director of the Notre Dame-IBM Technology Ethics
Lab at the University of Notre Dame, a technology and human
rights fellow at the Harvard Kennedy School, and a fellow at Stan-
ford’s Digital Civil Society Lab. My research is focused on cross-
border data governance frameworks and the ethical and human
rights implications of digital identity systems, artificial intel-
ligence, and blockchain and distributed ledger technologies.

I am testifying in my personal capacity, and my views do not
necessarily reflect those of any organizations with which I am af-
filiated.

I began my legal career as an attorney, working on cybersecurity
policy at the Department of Homeland Security, and went on to
practice as a data protection and privacy lawyer on 3 continents.
As a consultant, I have had the opportunity to advise the World
Bank, the UK Parliament, the European Commission, and others
on data protection, blockchain, AI, and digital identity, and I am
grateful for the opportunity to participate in this hearing on this
important topic today.
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As laid bare by the COVID-19 pandemic, we increasingly depend
on digital tools and services for work, school, healthcare, banking,
government services, and nearly all aspects of our lives. And unlike
when we interact or transact in person, we have limited visibility
into who or what is on the other end of a digital interaction or
transaction.

Even before the pandemic, vulnerabilities in digital identity sys-
tems contributed to a tax on our energy supply, hospitals, financial
institutions, and other critical infrastructure. As these sectors are
digitized, automated, and algorithmically and computationally ma-
nipulated, they increasingly depend on a secure digital identity. As
we evolve into a world with the internet in everything, with all
manner of internet of things (IoT) devices, sensors, network tech-
nologies, and other connected systems, the digital is becoming the
built environment. Without secure, reliable, and trustworthy digital
identity for people, entities, and things, this new cyber-physical re-
ality is increasingly vulnerable to attacks, threatening individual
safety and national security.

Digital identity is becoming critical infrastructure. As dominant
technology companies pursue new revenue streams of healthcare,
education, financial services, and more, privately owned and oper-
ated ID systems with profit-maximizing business models may
threaten the privacy, security, and other fundamental rights of in-
dividuals and communities. Often, they also incorporate new and
advanced technologies such as AI, machine learning, blockchain,
and advanced biometrics that are not well-understood and not sub-
ject to sufficiently clear legal or governance frameworks.

In order to engender trust, safety, and security with digital eco-
systems, we need trustworthy, safe, and security digital identity.
And in order to engender trust, safety, and security in our society,
we need to deploy it ethically and responsibly.

Recognizing the growing importance of digital identity as critical
infrastructure, and seeking to reign in the private control over it,
governments in the European Union, Canada, New Zealand, and
elsewhere are prioritizing efforts to design and build the infrastruc-
ture needed to support robust digital identity.

For example, the European Commission is working on a univer-
sally-accepted public electronic identity, or eID, including as an al-
ternative to privacy-invasive solutions such as log-in with Facebook
or Google. Even as we have hundreds of frameworks for ethical Al,
we lack any specific to digital identity. To remain competitive glob-
ally, avoid enclosure of the public sphere through privatized iden-
tity schemes, and protect the civil and human rights of Americans,
the Federal Government must take the lead in shaping the tech-
nical, commercial, legal, and ethical standards for the design, de-
velopment, and deployment of these systems as critical infrastruc-
ture. And the Improving Digital Identity Act is a good first step in
that direction.

Such standards must not only include best practices with respect
to the privacy and security of data, but also measures for fairness,
transparency, and accountability on the part of entities designing
and deploying the technology, strong enforcement and oversight,
and adequate remedies of redress for the people impacted.
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They must also address power asymmetries, the risks of exclu-
sion and discrimination, and the specific challenges associated with
the use of blockchain, AI, and other emerging technologies. We
must avoid building digital ID systems and infrastructure in a way
that would further expand and entrench the surveillance state, as
do the national identity systems in India or China.

When we move through the physical world today, we are rarely
asked to identify ourselves. But as everything increasingly has a
digital component, and as the market for digital ID grows, we are
at risk of flipping that paradigm. To avoid the erosion of privacy
through persistent and ubiquitous identification, we will also need
guardrails around the use of these systems, including when and
why identity can be required. If we are not careful, we might go
from identity as the exception to identity as the rule.

To summarize my recommendations for Congress, we must recog-
nize that digital identity is critical infrastructure. The Federal Gov-
ernment must lead to create standards for safe, secure, and trust-
worthy ID. Those standards must address specific challenges asso-
ciated with new and emerging technologies and ensure public op-
tion. And, finally, we need guardrails around the use of ID to avoid
ID becoming an enabler of surveillance and control.

Thank you again for the opportunity. I look forward to your ques-
tions.

[The prepared statement of Professor Renieris can be found on
page 85 of the appendix,]

Chairman FOSTER. Thank you, Professor. And your timing was
accurate to the second. So, my compliments on that as well.

Mr. Fredung, you are now recognized for 5 minutes to give an
oral presentation of your testimony.

STATEMENT OF VICTOR FREDUNG, CHIEF EXECUTIVE
OFFICER, SHUFTI PRO

Mr. FREDUNG. Thank you, Chairman Foster, Ranking Member
Gonzalez, and distinguished members of the task force. I am ex-
cited to be here, and thank you for inviting me to testify before you
today on this very important topic.

My name is Victor Fredung, and I am the cofounder and CEO
of Shufti Pro. Shufti Pro is an identification and compliance plat-
form that provides services to government agencies and companies
throughout the world.

Our service is primarily focused on identification, or what is
more commonly referred to as Know Your Customer (KYC), and re-
lies on using automated technology such as artificial intelligence
and machine learning, and has successfully been used by compa-
nies from all corners of the world to not only verify customers’ ID
documents, but also verify that the customer is truly who they say
they are.

When it comes to identification, most clients utilize our services
that combine document verification, face verification, liner check,
and optical character recognition, to give accuracy above 99 per-
cent, and to give businesses the assurance that they are taking the
appropriate steps to verify their customers.

In addition, we offer what we refer to as a configurable approach
to verification flow, and by, “configurable,” we mean that we allow
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the clients to fill out their own verification services and decide on
a setting as to how a particular verification should be performed.
This is crucial for businesses to comply with different regulatory
reqliilrements and configurations that look different throughout the
world.

I think we can all agree that the timing of this particular subject
is entirely in line. During the pandemic, we witnessed the world
turning towards digitalization and relying more and more on the
use of the internet for everyday tasks. The problem, however, was
that all were not equally competitive.

I would like to discuss a couple of topics with you today, the first
involving how AI can help enhance verification of customers. To
give you background, we started our journey back in 2017, when
most businesses relied on using either a hybrid or a manual ap-
proach to verifying customers. A hybrid approach includes, for the
most part, a physical person taking a look at an ID document and
a selfie to verify if it was the person or not.

The problem with this approach is that, first, it is not scalable.
Second, it is also very time-consuming, and then costly for the cli-
ent using the service. So what we did was begin by using artificial
intelligence and machine learning to help protect security interests
that can be found on different ID documents, for example, micro-
printing, sonograms, or even the placement of the text.

We also saw that some customers might try to tamper with por-
tions of the document, perhaps changing their date of birth or their
nationality. So, we developed our anti-spoofing technology that also
combines text detection, hologram verification, and line effect to ac-
curately verify the customer is who they say they are and that they
aren’t trying to fake their identity. And by experimenting with the
usage of automated technology, we not only saw that verifications
could be processed at a much faster pace, we also saw that cap-
turing the identity increased significantly since sophisticated forces
can change security features that would bypass you and I.

The second topic I would like to address today is in regard to
data privacy and how end users can feel secure when providing
their identity. As we all know, data breaches happen to some of the
world’s biggest companies, and it is usually not the business that
suffers the most, it is the end users who get their identities com-
promised. There are, however, different ways to try and solve this,
for example, by utilizing on-device verifications when not only the
data is transmitted elsewhere. Another example would be that the
providers for the clients do not store any sensitive data involved
with the customers. They simply have a specific confirmation that
the customer was successfully verified by the appropriate stand-
ards and, after that, all of the data is erased. Here it is unfortu-
nately usually a problem, since most frameworks require the data
to be kept for X amount of years.

There are also ongoing discussions and experiments as to how to
name the blockchain as part of the data sharing, as well as the
storage of the customers’ data, and how to allow customers to reuse
already-proven identities. This is, however, in prototype status at
the moment, but it’s definitely something to develop in the future.

The last topic I would like to mention is our research into the
many different kinds of identity frameworks and the documents
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that can be combined from across the world. Using the United
States as an example, we see different requirements and obliga-
tions from different sectors, in addition to each State having its
own unique set of ID documents. They do not yet follow the uni-
versal framework when it comes to the security features on the
documents. This issue presents a problem for a lot of companies,
not only in the United States, but all over the world, where re-
quirements, documents, and settings differentiate and no universal
framework is applicable.

We strongly applaud the REAL ID Act and the minimum secu-
rity standards it establishes, and will strongly suggest continued
pursuit of a universal framework that each State needs to follow
when it comes to the selection of ID documents, and the unified re-
quirement when it comes to what information needs to be verified
and how verification should be performed in those States.

I also support Chairman Foster’s and Congressman Loudermilk’s
Improving Digital Identity Act and its purpose of modernizing the
ID infrastructure.

Thank you for inviting me to testify today, and I look forward to
your questions.

[The prepared statement of Mr. Fredung can be found on page
36 of the appendix.]

Chairman FOSTER. Thank you.

And I will now recognize myself for 5 minutes for questions.

Just to give an initial idea of what scope of improvement we
might be able to see if we have widespread use of high-quality mo-
bile ID, if you look at the large, high-profile hacks that have hap-
pened, that have hit the headlines, the Colonial Pipeline, the
DCCC hack of a few years back, what fraction of these would be
largely eliminated if we had widespread use of a mobile ID second-
factor authentication instead of just passwords?

Mr. GRANT. I am happy to jump in, if I can.

I think it is an anomaly these days when a major incident hap-
pens and identity is not the attack vector, although I want to just
differentiate—when we talk identity, to me, we are talking about
two things: identity proofing, what you are doing when you are
opening an account; and authentication, how you log in after you
have already opened an account.

I think a lot of the fraud we have seen in unemployment systems
has been taking advantage of the identity proofing challenge. How
do you prove you are really Bill Foster for the first time, and which
Bill Foster, given that there are probably several thousand of you?
There, we basically saw stolen data used to cut through whatever
protections a lot of States had in place, or in some cases, they had
none at all, to steal billions of dollars.

With regard to some of the other breaches that we have seen, Co-
lonial Pipeline, some things with ransomware, there it is much
more focused on authentication, how you compromise a password,
or even, in some cases, compromise some first-generation forms of
multifactor authentication, like ones that are based on a code that
is texted to you that is now phishable as well.

I think, overall, with both identity proofing and authentication,
we have big problems. If we could close both of those gaps, you
really start to raise the cost of the tax for a lot of criminals and
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Iinake it much harder for them to do the things that they have been
oing.

Chairman FOSTER. Okay. One of the things that I think many of
you have mentioned in your testimony was how COVID has sort
of changed the profile of identity and the need, the fact that we are
moving more and more online. It is becoming more important.

The other thing that has happened is that there is real bipar-
tisan agreement that we have to get a broadband connection to es-
sentially all Americans, and that there is a real Federal role in
subsidizing that. I think that at last count, the Republican talking
number was $65 billion that should be dedicated to this. The Dem-
ocrat counteroffer was $100 billion. But if we end up anywhere in
between those two numbers, we are going to have a real step for-
ward in closing the digital divide and getting at least a low-end
digital device in the hands of all Americans and a broadband ac-
count.

And so, given that, how would you then piggyback products, for
example, digital driver’s licenses or other ways? How do we get
this, so that it is the second part of provisioning a broadband and
digital identity to people? Anyone who wishes to answer that.

Mr. KeELTS. Yes, I think that access to broadband, that access to
connectivity and phones will help to increase accessibility to every-
one, and I would say, to the same level of accessibility as getting
an ID card that you currently have, and being able to use that.

The technology in mDL, I will speak specifically about that, is
geared to use on really any phone, because there are multiple ways
that you can interact with that for in-person, and we expect we can
cover the vast majority of phones that are out there, provided they
have either a screen or NFC or something that allows for the trans-
mission. So, I think that would be a huge step towards accessibility
for everyone on mobile identities.

Chairman FOSTER. And when we do this, how do we make sure
that the equity issues are addressed properly? Why don’t we let the
Ph.D. material scientists weigh in on this. They seem to be very
interested and involved in this set of issues.

Ms. MAYNARD-ATEM. I think as soon as you start to drive access
for everybody, then there are lots of solutions you can put in place.
If we are establishing a baseline of, everyone has access to some
kind of device, then I think that really levels the playing field. It
is not saying, everyone needs to have a smartphone. It is just say-
ing, everyone needs to have access to something. I think that is a
big hurdle.

Certainly in the UK, we are going at it from a vouching stand-
point. So if you don’t have access, you can say someone says, “you
are you,” and we can take that as standard. But if there is an abil-
ity to provide everybody with some kind of technology so that they
can use these services, then I think that really moves the accessi-
bility debate really far forward.

Chairman FOSTER. And you mentioned, I think, in your testi-
mony, the eID effort in the EU. Is that correct?

Oops, I am out of time here. Okay.

Let’s see. For Members who are interested, if there is time, we
are probably going to be able to have time for a second round. And
if that fails, we will continue our tradition of, at the end of the for-
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mal part of the hearing, I will gavel it closed, and we can just sit
around and talk, sort of the Zoom equivalent of just hanging
around in the anteroom and talking with our witnesses, which is
often the most valuable part of a hearing.

I will now recognize the ranking member of the task force, Mr.
Gonzalez of Ohio, for 5 minutes.

Mr. GoNzALEZ OF OHIO. Thank you, Mr. Chairman, for holding
this hearing and for our great witnesses here today.

Before I get started, I ask for unanimous consent to add to the
record a letter from the National Association of Convenience
Stores, please.

Chairman FOSTER. Without objection, it is so ordered.

Mr. GONZALEZ OF OHIO. Thank you.

Mr. Grant, I want to start with you. It is good to see you, and
I look forward to reconnecting down the road.

As we were talking yesterday a bit offline, I told you I am excited
to support Chairman Foster’s Improving Digital Identity Act. I
think it is a step in the right direction for sure.

My question is, beyond the Improving Digital Identity Act, what
additional areas should this committee be focused on from a legis-
lative standpoint, with respect to digital ID?

Mr. GRANT. Thank you for the question, Congressman. It’s good
to see you again.

I would say the Foster bill is a great place to start in that it fi-
nally starts to pull together what I would call a whole-of-govern-
ment approach to looking at this issue. And one of the challenges
I think we have in the U.S. is that we have nationally-recognized
authoritative identity systems, but they are split between the Fed-
eral, State, and local levels. I got my birth certificate from the
county I was born in. The State DMV gives me my driver’s license.
And I have a passport from the U.S. State Department.

And what is great about that bill is it starts to take a look at,
how do you take a consistent standards-based approach so that any
American could ask any of those entities to vouch for them when
they are trying to prove who they are online? And as I mentioned
in my opening statement, NIST also has set a high bar for security
and privacy.

I think the big question that is going to come beyond that is
going to be how to fund some of that, particularly in the States
where—I know that David Kelts talked a little about the work he
is doing with mobile driver’s licenses. I think there is a concern
that while there is a handful of States doing things there now, if
we are not going to actually invest dollars in trying to jump-start
that activity in the States, that it might be, say, 15 years before
we start to get to critical mass of people having some digital cor-
ollary to their paper documents, and that is going to be a real
issue. And I think the infrastructure bill that is being negotiated,
as Chairman Foster pointed out, could be a great place to put some
money in to help accelerate that.

I think beyond that, the more Al is going to be used, there are
probably going to be more questions to be asked. And this task
force is obviously going to be a great place to evaluate some of
those considerations.

Mr. GONZALEZ OF OHIO. Great.
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Ms. Renieris, same question for you. I am not sure if you are fa-
miliar with the legislation, but just areas beyond that it we should
be considering at the committee level to foster greater adoption of
digital ID.

Ms. RENIERIS. Sure. Thank you for the question.

I would say first on the legislation in particular, I would just like
to point out one red flag that I am concerned about, which is a reli-
ance on consumer consent. As we have been having conversations
around State and Federal privacy legislation, I think there is grow-
ing awareness around some of the limitations on consent-based
frameworks in this context. So, in going forward, it might be worth
reconsidering sort of the basis for some of the personal data proc-
essing involved in these identity systems.

Separate and apart from that, really I think a lot of this is the
question of the underlying infrastructure in other sectors. For ex-
ample, even if you had a really robust whole-of-government ap-
proach, and created sufficient privacy and security technical stand-
ards through NIST or otherwise, you would still have a problem,
for example, if our healthcare infrastructure can’t ingest those
standards or those technologies.

So, we really have to think about other upgrades across the in-
frastructure in other sectors in order for digital ID to be woven in
and layered on top.

And I think the third thing is really something that has already
been pointed out around mandating inclusion in the conversation.
I think, as we have expressed in our testimonies, and as we have
seen in the field, there can be a real lack of diversity in these con-
versations. And so in addition to the interagency kind of diversity,
I think the diversity of expertise and voices at the table is really
critical.

Mr. GONZALEZ OF OHIO. Thank you.

And then, Mr. Kelts, with the pilot program in Utah, what are
you learning? And I am looking for sort of barriers, things that
have been difficult, that this committee should have on our minds
as that program has unfolded.

Mr. KEeLTS. I think that the demands we have seen from con-
sumers has been larger than expected, which has been great. We
are very early in the pilot program and positioning people. That is
a key thing. And as well, the demand from business, the ability for
the State Government to engage businesses along the whole proc-
ess right from the beginning of the RFP process, and to engage
those stakeholders has been a huge advantage for making this
work in Utah.

Mr. GONZALEZ OF OHIO. Good. I see I am out of time.

I yield back, Mr. Chairman.

Chairman FOSTER. Thank you.

The Chair will now recognize the Chair of the full Financial
Services Committee, the gentlewoman from California, Chair-
woman Waters, for 5 minutes of questions.

Chairwoman WATERS. Thank you very much. I am on now.

First of all, Mr. Foster, I want to thank you for the attention that
you have paid to this identification issue, and the work that you
are doing that is so important.
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I would like to ask Dr. Maynard-Atem a question, and if this has
been answered already, then I won’t proceed with it and I can talk
about it with you later on. It is about the use of artificial intel-
ligence, of course, for individual identification that has raised con-
cerns about algorithms of bias.

As you know, smartphone authentication can employ voice or fa-
cial recognition technologies, but these technologies have been
shown to exhibit bias against women and minorities. In fact, re-
searchers have found that facial recognition technologies falsely
identified Black and Asian faces 10 to 100 times more than White
ones, and falsely identified women more than they did men.

Do you have any concerns that a digital identity system could
also exhibit this kind of bias? If so, what steps need to be taken
to eliminate this bias?

Ms. MAYNARD-ATEM. Absolutely. Thank you for that question.

I think there is always the risk that if you are starting to intro-
duce emerging technologies, emerged technologies like artificial in-
telligence and machine learning, you run the risk of bias creeping
in, depending on the way that those systems have been built, and
the data those systems have been tested upon. I think a lot of the
issues arise from very homogenous test data being used to actually
test these systems. So, when they are learning how to recognize
faces, they are tested and trained on a very homogeneous data set
which might be all male, it might be majority-male, or it might be
a majority of people of one particular race.

And I think the way that we sort of overcorrect for that is by en-
suring that the data that we are using to build algorithms, to build
these things that detect facial characteristics of men and women
and races of all colors, to make sure that test data is as diverse
as the population that the system is going to serve. We need to
make sure that we are equally representing all genders and all
races in all of that test data, so the algorithms actually learn to
recognize everybody equally rather than situations we have had
previously, where they have led specifically to recognize one person
or one type of person at the detriment potentially of others.

Chairwoman WATERS. What you are describing is precisely what
was discovered a long time ago with medicine and the lack of diver-
sity in the testing that has not led to the ability to deal with some
of the problems that we have found in minority communities, Black
communities in particular. And so, you do think that this is an im-
portant part of moving forward with any identification, absolutely
having the kind of diversity and the testing that will bring us the
results that we need.

I don’t know if this is a good question or not, but I think we have
improved the testing in medicine, and particularly with certain dis-
eases where they had to work hard to get minorities in the testing
programs. But do you know whether or not it is proven that this
has really taken place with medicine, and that the corrections have
been made, and they have been able to advance the pharmaceutical
products based on the testing that was done, because they know
what is needed in a particular minority group? Do you know any-
thing about that?

Ms. MAYNARD-ATEM. I don’t know specifically whether or not it
has been proven that it has been done, but I think the key point
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here is that, like I said in my testimony, these things, inclusion,
calling out bias, don’t just happen on their own, and I think that
they need to be mandated. I think we need to call out specifically
in legislation that you have to test for these things. You have to
test for bias, and you have to make sure that people are included,
and you have to test that on an ongoing basis. This can’t just be
something that you do once and then put it on the shelf and never
address again. You have to test. In the UK, it is proposed that it
is being done on an annual basis for digital identity systems. We
need to be testing and retesting to ensure that any bias that does
exist in systems is called out, is explained, and then action plans
are put in place to make sure that exclusionary technique or sys-
tem doesn’t then persist going forward.

Chairwoman WATERS. Thank you very much. I appreciate that
information. And I will follow up with my colleague, Mr. Foster,
and you, as we move forward with this whole issue. Thank you.

I yield back the balance of my time.

Chairman FOSTER. Thank you.

The Chair will now recognize our colleague from North Carolina,
Mr. Budd, for 5 minutes.

Mr. Bupp. I thank the Chair, and I also want to thank the wit-
nesses for being here today. It is a very insightful hearing.

Mr. Fredung, I want to direct my questions to you this morning
in the brief time we have. With the continued growth in the ex-
panding use of cryptocurrencies, we have seen an increased rollout
by exchanges becoming compliant with anti-money laundering.
How are these Know Your Customer programs performing com-
pared to traditional finance counterparts?

Mr. FREDUNG. First of all, thank you, Congressman, for that
question.

As we all know, cryptocurrency is getting more and more use in
the world, not only for investment opportunities but also for every-
day tasks. When it comes to the legislation and capturing the
criminals as well, we do see it happening with a few different
changes here and there as well. Unfortunately, the problem we
have seen in the space at this moment is there is not really too
much legislation when it comes to cryptocurrency and changes.

As an example, here in Europe we have the Stony licensing. We
also have it in the United Kingdom, which has just started issuing
different licenses where, if you selected a client, this is a problem
we have seen in the space that there needs to be an easier way for
different businesses that operate the cryptocurrency exchange to
become licensed, and essentially offering customers to buy
cryptocurrencies from them.

I would like to bring up here as well that I do believe Shing (ph)
analysis company spoke in one of the previous hearings as well
where they also discussed, in other words, to the bad actors of the
use in cryptocurrency. And I think they also mentioned it was a
number of around 0.4 percent which is a decrease from previous
years as well.

But as the world is becoming more adapted towards
cryptocurrency, I believe the technology providers are also facili-
tating the identification and verification of customers, and there
are plenty of good tools available to help them protect against ille-
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gal crypto transactions, alongside a strict company process. So I
would say most businesses pretty much have a good defense at the
moment to be able to use the space.

Mr. BuDD. Very good. Thank you for that.

So as technology continues to advance and as we look for new
ways to identify consumers without jeopardizing their data, which
is key, how could we utilize the blockchain as a tool for digital
identity verification?

And that will also be for you.

Mr. FREDUNG. Usually, the blockchain for security purposes is
very interesting, and as mentioned, definitely something to look out
for in the future, and by enabling the usage of blockchain, it helps
a lot of the issues which are key, such as unauthorized access to
customer data, which is a secure way of transmitting user data, as
well as having a better user experience as well. Yes, I think we can
all understand that for a customer to set a goal for verification
process over and over again, it is not really a user-seamless experi-
ence.

In addition to the data privacy area, there are other approaches
using blockchain as well. There could also be essentially using one
device verification where normally the data is transmitted else-
where as well.

Mr. BuDD. Financial institutions are subject to a patchwork of
statements, data, security, and breach identification laws here in
the U.S., State by State. So, in addition to Federal regulations that
we saw in the Gramm-Leach-Bliley Act years ago, there is no Fed-
eral standard for data security for nonfinancial institutions that
handle consumer data. What regulatory improvements would you
suggest?

And that is also for you.

Mr. FREDUNG. When it comes to improvements in the regulatory
frameworks, there are a few different selections that I would like
to bring forward, the first one being a universal framework and re-
quirements and security standards online.

The second one would be an update to the existing ID documents
issued by the States, by modernizing the security features located
on documents, making it harder for fraudsters to try and tamper
with information.

Maybe, in addition, also requiring a line check to be performed.
This is something that we do see, but it is not a requirement in
all of the different frameworks that we come across. This is essen-
tially a great tool to defend against the easier troll attempts.

Apart from that, we do heavily conduct research in regard to
these matters and we would be delighted to share that with the of-
fice that is requesting this as well.

Mr. BUDD. I really appreciate that.

That is all of the questions I have. I appreciate your generosity
with your time, and also the whole panel.

I yield back to the Chair.

Chairman FOSTER. Thank you.

And the Chair will now recognize my colleague from Illinois, Mr.
Casten, for 5 minutes.

Mr. CASTEN. Thank you so much, and I really want to thank you
for holding this hearing. You have been leading on this for a long
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time, Chairman Foster, and we wouldn’t be doing this but for your
leadership and, my goodness, it is obvious that we need to be doing
this. So thank you.

I want to direct my questions to Ms. Renieris. The first is, over
the last couple of years, there has been talk of—I think both Google
and Apple have talked about introducing a digital driver’s license,
a digitization of your driver’s license on the mobile apps. Do you
have any ethical concerns with, essentially, a private digital ID,
supplanting a government-managed digital ID?

Ms. RENIERIS. Thank you very much for the question, Congress-
man.

This is an issue I alluded to in my testimony, and I go into more
depth in my written testimony. What Apple and Google have basi-
cally done is created the digital wallet infrastructure to host a
digitized version of your government-issued driver’s license, or your
analogue physical ID at this point. It is quite telling that what they
have created is not necessarily a digitally native ID, but, rather,
a digital version of those artifacts that we are all used to, and I
think that is an important distinction.

It is true that they have very sophisticated capabilities now em-
bedded into smartphones, including improved secure enclaves and
other technologies, localized machine learning and data processing,
that improve some of the data security and privacy aspects of the
mobile digital wallet and the credentials stored therein.

But there are serious ethical, and also privacy concerns I have
going beyond the data itself. Specifically, I have concerns around
incentives and business models. What we have seen over and over
again is that a lot of the business models and sort of commercial
incentives around the products and services provided by some of
the companies you mentioned, including Apple and Google, are not
necessarily business models that support civic interests and the
values that we are really concerned about, and they actually very
often cut against those.

For example, with the Apple ID, we don’t yet know exactly what
the business model is. However, it is basically the same technology
as Apple Pay, which we know has transaction fees associated with
it for different players in the ecosystem. So, you can start to see
how, depending on the business model and the commercial incen-
tives, this could create perverse incentives for the use of ID, per-
haps in contexts where it is not necessary or it didn’t exist before.

I also have concerns about the ease of use. The easier and sleek-
er these credentials are, it feels like it’s not a big deal. We start
to normalize things like biometrics. We start to normalize pre-
senting our ID in contexts where perhaps it shouldn’t be appro-
priate or required.

So, I think there are concerns that go beyond the data. When we
just think about the security and privacy of data, we lose sight of
the security and privacy of people, and those are two very different
things and the technology designing and building these systems
has a very narrow definition of privacy, which is really a technical
mathematical view of it.

We have to sort of resituate identity in the context of this socio-
technical system that it is, in the context of culture and law and
economics and all of these other things to think about what the
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true impact will be on people, rather than looking at a specific tool
or a specific technology.

Mr. CASTEN. Thank you for that. This is a question that obvi-
ously gets beyond digital ID and, of course, spans every committee
in Congress, but because we are on the Financial Services Com-
mittee, we spend a lot of time and we have crafted a lot of regula-
tions around, what happens if I give my money to someone who is
a custodian of that money, and we have developed fiduciary rules
of looking out for the best interests of that money, and arguably
our data is a link to our money and a lot more, as you point out.
There have been some people who have talked about, should we
create a fiduciary rule that applies to people who hold our data?

I am curious if you have heard any of those proposals, if you are
familiar with them, and if you have any thoughts on that as a pos-
sible way through some of this morass. Should the private sector
get ahead of us? Because once people turn the data over, you can’t
put the genie back in the bottle, I don’t think. So, your thoughts
on a fiduciary rule for data?

Ms. RENIERIS. I think that certain fiduciary duties of confiden-
tiality and loyalties and others associated with entities for proc-
essing and restoring data can make sense. I think it is sort of a
small piece of a much more comprehensive approach that we need.
Obviously, it’s an approach that, at the moment, is very disjointed
across State and Federal proposals.

I do think that we need to think about what is the underlying
and legal infrastructure that we have in terms of privacy and data
security and data protection. But, again, those are just sort of one
piece of a more comprehensive framework that we need. We may
also need to think about identity-specific data-related government
frameworks, for example, the culmination of data privacy and dig-
ital identity infrastructure and pointing out kind of areas where
those frameworks overlap and where they diverge and try to rec-
oncile them. But they are a big piece of this.

Mr. CASTEN. Thank you so much, and I yield back.

Chairman FOSTER. Thank you. And we will now recognize our
colleague from Texas, Mr. Taylor, for 5 minutes.

Mr. TAYLOR. Thank you, Mr. Chairman. I appreciate this hear-
ing. I think this is an important topic. Mr. Grant, in your written
testimony, you mentioned theft from unemployment programs. I
have talked to some of my colleagues who were pretty mortified by
the billions and billions of dollars that were stolen because of un-
fortunate loopholes in the administration of those programs. And I
realize that digital ID is a component of fighting against that
fraud. How do you see Al working with existing frameworks on a
way to combat fraud in unemployment insurance?

Mr. GRANT. I think the way I look at it, there is both a—how
would I say it? When I look at solving identity, identity is one part
of broader fraud reduction and handling risk there. And I think
solving this issue presents a couple of different dimensions where,
even outside of the things that you might be doing on identity for
verification, you might have Al, running broader fraud prevention
systems, to be looking at some different signals.

Now, I will say, my take is probably two-thirds to three quarters
of those are going to be identity-related in terms of, are you able
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to, say, sniff out how somebody is potentially using stolen data, or
see something about the device they are logging in on that is exhib-
iting signs that might be about entering the data rather than an
individual? I think a lot of it is going to come to identity at the end
of day. But there is certainly, I think, broader places we are seeing
a lot of these same companies in this space look at things that
touch other elements beyond individual identity.

Mr. TAYLOR. And just to my colleagues, I will be trying to work
on getting Al language into some of the appropriations to try and
prevent fraud. I think that is something that we should begin to
look at and start to think about. And, obviously, being the Al Task
Force, it is a germane topically to what we do.

Shifting over, Professor Renieris, just to ask you a question about
identity technology gone wrong, and obviously, I think it is really
important, what Chairman Foster said at the beginning is that we
want to have an identity system which really is consistent with our
values as Americans: protecting identity; and protecting informa-
tion.

I kind of think about China and how the Chinese Communist
Party’s control of digital payments is able to control people’s move-
ments, and to stop people who are not in favor of the Chinese Com-
munist Party from being able to buy a plane ticket, and if they are
really not in favor, not even to buy a train ticket, or ride a bus.

And so, I am thinking about the technology, in my mind, being
abused to really suppress people in a way that is Orwellian. Can
you give us examples of other ways that identity technology has
gone wrong, not necessarily in this country, but in other countries?

Ms. RENIERIS. Thank you for the question, Congressman. There
are many examples. I think one of the most important things to
point out is that in a lot of other countries, the digital identity sys-
tems are basically mandated national ID schemes that are tied to
civil registration and vital statistics. So, if you can’t obtain a digital
identity in those countries, you are effectively locked out of life.
There is basically nothing you can do, and you don’t exist. And so,
I think that is the broad-level risk.

The second layer of that is that in a lot of countries, what we
have seen with digital ID schemes gone wrong, is they tried to inte-
grate—they basically used a single identifier, for example, the
Aadhaar number in India. And that single identifier is able to
track your activity across all facets of your life, from employment,
to healthcare, school, and pretty much everything you do. So, that
is another area where you can’t retain sort of autonomy over spe-
cific domains of your life, for example, you can’t separate your per-
sonal and professional reputation. And you can’t have this kind of
contextualized personal identity. So, I think that is also really
problematic. It is also problematic from the standpoint of data se-
curity. If it can compromise your number, you have concerns
around that.

I think going back to the point about inclusion, a lot of these sys-
tems were designed without thinking outside of the technology. So,
for example, there are countries where women are disproportion-
ately less connected and don’t have access to things like mobile de-
vices. And in those countries where digital identity is now through
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a mobile device, they are basically at the mercy of a partner or
someone else to exist and to operate in that country.

Again, a reason to look beyond mutual privacy and security of
data and the specific parameters of the technology and think about
how they operate in a national context. I go into more detail in my
written testimony.

Mr. TAYLOR. Thank you for that answer.

Mr. Chairman, I yield back.

Chairman FOSTER. Thank you. The Chair now recognizes our col-
league from North Carolina, Ms. Adams, for 5 minutes.

Ms. Apams. Thank you very much, Chairman Foster, Ranking
Member Gonzalez, and also Chairwoman Waters for holding this
healllring. And to the witnesses, thank you for your testimony as
well.

Bias in AI algorithms is a common and widespread concern as
the technology has become more entrenched in our daily lives. And
I recall distinctly a few years back, when facial recognition soft-
ware falsely identified my late Congressional Black Caucus col-
league, John Lewis, as a criminal. This very real problem that bi-
ased Al is having real-world impacts does deserve our scrutiny. So,
I am glad that we are having these discussions.

And that is why I fought successfully to include language in our
annual appropriations package that asks the National Science
Foundation to partner with NGOs and academic institutions to
study algorithmic bias more intently.

Professor Renieris, in your testimony, you noted that mistakes in
AI ID verification can have significant consequences. So, how can
we stop the digital identity process from becoming overly reliant on
potentially-flawed Al algorithms? And what role should the Federal
Government and State Governments play in the distribution of dig-
ital identity?

Ms. RENIERIS. Thank you for the question, Congresswoman. I
think this is one of the most important questions and most impor-
tant conversations to have around digital identity. Going back to
Dr. Maynard-Atem’s comments about the quality of data, I think,
of course, that is a really important consideration. And I actually
do think that we are making progress there. Parties who are de-
signing these systems are more cognizant of the need for the data
sets to reflect the populations that these systems will operate in.

However, I think what we are not looking at this closely is who
is designing and building these technologies in the first place. Re-
gardless of how good underlying data is, risks are not going to be
identified by people if we only have homogeneous teams building
these things, because they can only perceive the risk that they
have been exposed to or that they understand.

The people building these things need to spot these risks in ad-
vance and be able to flag them, mitigate them, and build them into
the design of the technology. So, there are certainly concerns
around bias in the algorithms, but there are concerns in all of the
different components of this that flows throughout.

Earlier, we talked about different kinds of biometrics, like face
and voice, which we know are subject to both gender and racial
bias. But, increasingly, the future is looking into things like behav-
ioral biometrics, which are essentially profiling technologies. Those
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are also going to raise concerns about equity discrimination, pri-
vacy, and inclusion.

I think again, to make this sustainable and sort of forward-look-
ing, the bad actors are always going to be able to outsmart the sort
of state-of-the-art of the technology. So, the only way to get ahead
of this is to think about how these technologies operate broadly in
these socio-technical systems. But you are absolutely right, that is
a primary concern in this space. Thank you so much.

Ms. Apams. Mr. Grant, despite some of the problems we have
discussed today, there are undoubtedly benefits to employing Al to
protect consumers. With the increase in data breaches, particularly
at credit reporting agencies where large amounts of personally
identifiable information has been exposed, how can the AI help
with distinguishing between legitimate and illegitimate histories of
activities to detect or prevent digital identity fraud?

Mr. GRANT. Thank you for the question, Congresswoman. Before
I answer that, I would love piggyback on what Ms. Renieris said,
in that, I think as we are concerned about bias, and I think this
plays into your question as well here, so much of what we are deal-
ing with in Al are predictive systems that are essentially trying to
use Al and machine learning to guess what at the end of the day,
only the government really knows. I believe, and I talked about
this in my written testimony, that one of the best things the gov-
ernment can do would be to advance the bill Chairman Foster re-
cently introduced, in that it brings in that deterministic layer,
what is actually in authoritative government identity systems to
complement the probabilistic layer. And I think that is going to be
one way to address concerns about bias.

In terms of how Al is being used more constructively, particu-
larly, when we just have terabytes of stolen identity data that is
now being used to commit identity fraud, I think one thing we are
seeing is a lot vendors out there when they can actually identify,
say, what an organized crime ring is doing. Al can study how they
enter data and then be able to analyze that and learn whether it
is, what it looks like somebody is doing when they are interacting
with the device, how they are holding it. Some of these things do
tap into behavioral.

But if you can start to learn what looks like it might be mali-
cious behavior, you can then start to generate alerts that might
kick some of those applications in a way that if it doesn’t block it,
it at least kicks off a secondary layer of examination where you can
make a more informed decision.

Ms. ApAMS. Thank you, sir. I am out of time. Mr. Chairman, I
yield back.

Chairman FOSTER. Thank you. And we will now recognize our
colleague from Massachusetts, Mr. Auchincloss, for 5 minutes.

Mr. AUCHINCLOSS. Chairman Foster, thank you for putting this
hearing together, and I want to echo your comments at the begin-
ning of this session complimenting our witnesses for the excellence
of their written testimony. I thought it was superb. We certainly
learned a lot. So, I appreciate that.

Mr. Grant, in your oral testimony, you talk about improving the
Digital Identity Act. What element of that would be asking the Na-
tional Institute of Standards & Technology to really take the lead
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on setting the protocols and the standards for identity proofing,
which as you said is sort of the harder part, would look like? I
want to dig into that a little bit with you.

Could you tell us maybe the three Ws of that: who should be in-
volved in that process with NIST; what a good product might look
like; and when we would be looking for that to be accomplished?
What kind of timeframe is that going to take?

Mr. GRANT. Sure. I think, just in terms of background, Chairman
Foster’s bill focuses a lot on this. I think it is a way to try and ad-
dress a lot of the concerns we have heard about today. In terms of
whether it is a public sector or a private sector developing some of
these systems, how do you come up with standards and best prac-
tices that can actually set a high bar for privacy, for security, for
inclusion? I think a lot of concerns that people might have about
different industry solutions or even a government solution running
amuck and losing sight of the importance of the high bar in all of
those areas can be accomplished with standards.

As background for the hearing, I discussed in my written testi-
mony that I used to lead the Trusted Identities Group at NIST sev-
eral years ago. NIST has a great way to engage with stakeholders,
not just nationally, but globally, from across the public and private
sectors.

And so, I think a benefit of having NIST lead this is that they
can, frankly, bring in, whether it is technical experts, like David
and Louise, or academics like Elizabeth, or entrepreneurs like Vic-
tor, to all come and provide different inputs and then weigh them
and synthesize them in a way that gets some outcomes that I think
might address all of those issues.

I think the, “what,” is not just technical standards, but it is also
the business practices. How do you collect data? What recourse do
people have? If something goes wrong, how do you protect it? Real-
ly, what do I need to know beyond just following the technical
standards?

And the, “when,” NIST has tackled this for the cybersecurity
framework, the privacy framework. In 12 months, it is an elevated
or escalated timeframe. My former NIST colleagues will probably
be frowning at me if they are watching this now because it is a lot
of work to get done in a year. But this is a national crisis. We can
get it done.

Mr. AUCHINCLOSS. Professor Renieris, you mentioned identity as
a socio-technical construction, which I think it is great way to
frame it. From your perspective, what would you want to be seeing
from a NIST product that would give you confidence that we are
architecting government identity proofing in a way that is not
going to lend itself to abuse, and also to my colleague, Mr. Taylor’s,
point is not going to lend itself to an inappropriate amount of gov-
ernment-concentrated power?

Ms. RENIERIS. Thank you for the question, Congressman. It is an
interesting question with regard to NIST. NIST, of course, is fo-
cused on technical standards. I would say the advantage of having
NIST lead on this front is that they are not subject to some of the
perverse incentives I was talking about earlier, in that they have
a very long and comprehensive track record of designing standards
in a way with the right incentives and considerations in mind.
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That said, I think that it is important within NIST, of course,
that other experts are consulted, that there are these different
types of expertise that I mentioned that go beyond sort of narrow
mathematical, technical, and engineering conceptions of these
things, which NIST has done before, and in their identity guidance
has also been very mindful of some of those considerations.

Now, proofing is considered a relatively technical exercise. But to
Mr. Grant’s point, I think the reason it is so important is because
it is really the gateway to all of this.

It is a critical first step. And what is really nice about that is
if we rely on authoritative government-issued identities, those are
already accounting for some of those things that I was talking
about, and they are not being designed by a computer scientist ex-
clusively.

They are rooted to real-world socio-technical concepts as it is, so
they are sort of a good foundation there. And, again, this is some-
thing I go into a bit more detail in my statement.

Mr. AUCHINCLOSS. I am going to jump in for the last 15 seconds
for Mr. Grant, just because it is a subject of conversation. Increas-
ingly, two-factor authentication as a way to do identity authentica-
tion, basically two orthogonal means of identifying itself with a
password and then your text message or a Google app, or whatever,
is that still the best standard for identity authentication?

Mr. GRANT. For authentication, yes. There is no such thing as a
secure password these days. And, in fact, my old colleagues at
NIST have told you the guidance of uppercase and lowercase and
symbols and numbers. Even a 64-character password can with get
phished.

I think the big challenge these days is that even some two-fac-
tor—the attackers have caught up with, they can phish the SMS
codes, they can trick you into handing over the one-time pass code.
I use the FIDO security key, which is a hardware key that can’t
be phished. I think that is where things need to move to is authen-
tication using things like the FIDO standards based on public key
cryptography.

Mr. AucHINCLOSS. And I am out of time. So, Mr. Chairman, I
will yield back.

Chairman FOSTER. Thank you. And I guess we have Member in-
terest in another round of questions, so I will begin by recognizing
myself for another 5 minutes.

As part of the infrastructure package to federally subsidize the
deployment of mobile IDs in the different States, it gives us an op-
portunity to set our own standards for privacy and other important
aspects.

What are the redlines for privacy that we should really keep our
eye on, and insist have to be present? Ones that get mentioned fre-
quently, for example, are no silent interrogation of your app, that
the user should be aware every time the ID is presented.

Another one that has been encountered is at a traffic stop when
you are asked to present your digital ID, you do not have to turn
over your physical cell phone; you simply have some form of elec-
tronic communication so the law enforcement officer doesn’t get to
paw around your cell phone and see what else might be there.



27

Is there a good list somewhere? And what should be at the top
of that list for insisting on from a privacy point of view?

Mr. KeLTS. I think there are very good lists. And in my written
testimony, I pulled together a number of them that I think can be
used and represent sort of a diverse cross section of what has been
looked at so far in privacy.

I would add to the list that you, that you included, Chairman
Foster. I would add that one of the most difficult things to try to
protect against is a surveillance or tracking or aggregating data
and then sifting through that data to find usage patterns.

So I think the ability to use paralyzed identifiers, individual
identifiers for each transaction, tokens instead of uniform identi-
fiers, and then being able—like enforcing not having central reposi-
tories to report usage, I think that is one of the tougher problems,
but absolutely key to enforcing privacy for people who are going to
use their digital identity and their trust in that.

Chairman FOSTER. Yes. Do any other witnesses have something
to add to that?

Mr. GRANT. I would just flag, I think, what is important really
is to have a process that looks at privacy risk holistically. And one
of the things when I was at NIST that we launched out of the
interstate program at the time was the Privacy Engineering Pro-
gram, which was focused on, how do you look at sort of a soup to
nuts approach of privacy from different contexts and identify risks
in any system, and then come up with technical or policy mitiga-
tions to architect around them? That led to the NIST Privacy
Framework. That was something, actually, that the previous Ad-
ministration had asked NIST to do.

I think one reason I am excited that your legislation would have
NIST focused here is it is the one place, frankly, in government or
industry that I have seen that has a comprehensive framework
that is specifically geared toward identity and security systems.

Beyond that, I think the ability to granularly release certain data
about yourself without others—when I look at how many copies of
my driver’s license might be online, especially over the last year,
it is not really important for a lot of those entities to know every-
thing about me. They might just need to know that I am over 21
if I was ordering whiskey during the pandemic, which I might have
done once or twice, or that I am eligible for something else. I think
being able to focus just on sharing specific things about myself
without all of my data, is going to be quite important.

Ms. RENIERIS. If I could also jump in, I think one of the impor-
tant things to recognize is the need to go upstream. By the time
the data is collected or captured, it is often too late to have effec-
tive privacy protections in place. So, we really do need to think
about data minimization and other techniques. Certainly, privacy-
enhancing technology is playing an important role here.

But a concern there, of course, is that they often are very com-
plex, which can result in a lot of user error. So, we also have to
think about things like design. We are really moving away from
the graphical user interface. We have other types of interfaces that
we are moving into in the future. So, we are not going to be able
to present long and cumbersome privacy notices and expect people
to be able to ingest them and really understand what is happening.
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So, design is growing more critically in importance there. Par-
ticularly, the faster and sleeker these credentials can be used and
the quicker the interaction is, the more important that the design,
sort of on the back end and the front end, and also in terms of the
privacy standards and engineering, is really front and center before
we talk about what we do with the data.

Chairman FOSTER. Thank you. And one of the killer apps for
this, as it were, is Central Bank Digital Currencies (CBDCs), which
the Financial Services Committee is very involved in. And that im-
mediately gets into international usage, because digital dollars
should be useful for people around the world, and we are going to
have to authenticate participants. What is the status of inter-
national interoperability of these various ID initiatives?

Mr. GRANT. Well, I would say at least from a regulatory perspec-
tive in the banking world, it was about a year-and-a half-ago that
the Financial Action Task Force (FATF), which is the body of glob-
al financial regulators that work together, put out digital identity
guidelines. But I would say it is much more of a cookbook in terms
of how each country should look to design digital identity systems
for some of these types of applications, including potentially
CBDCs.

In terms of true interoperability, I think a lot of it is going to
have to focus on different countries, including the U.S. developing
digital identity infrastructure, and then finding ways, whether it is
through treaty negotiations or other mechanisms, to mutually rec-
ognize them, and I don’t think we are there yet.

Chairman FOSTER. Thank you. And I now recognize Ranking
Member Gonzalez for 5 minutes.

Mr. GoNzALEZ OF OHIO. Thank you, Mr. Chairman. I am going
to probably just stay on one track around Know Your Customer
(KYC) and Anti-Money Laundering (AML). And this is for Mr.
Grant. It is widely reported that the basics of traditional identity
information that the government requires thanks to user KYC,
AML, so, name, address, Social Security number, et cetera, are
widely for sale on the dark web. I, too, may have purchased some
things online to get me through the pandemic. And you just never
quite know where all that information ends up. But it doesn’t give
you the best feeling, frankly, when you turn on the news and every
day there is a different cyber attack.

And sophisticated banks and Fintechs are using Al-based tools to
verify information using multiple massive data sets instead of gov-
ernment-required info. Can you speak just from a cybercrime
stand}??oint what the move to digital ID in the United States can
get us?

Mr. GRANT. I think it makes it a lot harder for the attackers who
are exploiting what in some cases is nonexistent digital identity in-
frastructure or legacy tools that worked a few years ago, but that
the attackers have caught up with. And so, much of what I think
about when it comes, not just with identity, but anything when it
comes to cybercrime and cybersecurity is, how do you prevent
scaleable attacks? How do you raise the cost of attacks so that it
is not easy for an attacker to do, frankly, what we have seen in
banking or government benefits over the last year at the slightest
through-some of these systems?
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I think the more you know, whether it is looking at some of the
deterministic factors we can bring in with what Chairman Foster’s
bill would do, in terms of being able to ask an agency to vouch for
you, just like you can use your card in the paper world. How do
you use it digitally? How do you augment that with Al as well to
try and—I think I had mentioned before Congresswoman Adams
had asked, how was used Al used. Al can study how criminal rings
do things and look for telltale signs.

Putting those together, we are in a bit of an arm’s race against
increasingly organized criminal gangs. They are starting to use Al
as well. I think we are going to need, unfortunately, every weapon
at (1){ur disposal to guard against these increasingly sophisticated at-
tacks.

Mr. GONZALEZ OF OHIO. Thank you. Mr. Fredung, same question.
From a cybersecurity and a protection standpoint, what does mov-
ing toward digital ID do for your average American?

Mr. FREDUNG. Yes, thank you Congressman. First of all, I would
like to follow up with what Jeremy mentioned in regards to staying
ahead of the more sophisticated sources as well. For what we are
seeing in space like the east attacks by sharing information on the
government, this is pretty much easy for companies such as our-
selves to prevent our assets. The more sophisticated ones using,
let’s say, EID phase, for example, those are the tougher ones to es-
sentially track down.

Switching from we used to refer to as data elevation—I think you
mentioned in regards to the social security number, or I think a list
but also mentioned in regards to the other corridor was checking
quality information from one individual against the database.

That is quite out-aged to be completely honest, because anybody
can steal anybody else’s information. And government databases
don’t give you a particularly accurate assault. So by moving to-
wards more of the identification which combines facial documenta-
tion alongside biometric identification, it is definitely, in our experi-
ence, the way to move ahead.

Mr. GONzZALEZ OF OHIO. Thank you. Mr. Chairman, I yield back.
I have no more questions.

Chairman FOSTER. Thank you, and we will now recognize Mr.
Casten for 5 minutes.

Mr. CASTEN. Thank you. And I am glad we have the second
round, because I ran out of time with Professor Renieris. I want
to follow up, and I want pick up on some stuff that I think you al-
luded to with Mr. Budd and Mr. Auchincloss.

There are few advantages of blockchain and distributive ledger
technology, more broadly, as far as, obviously, creating a record of
this digital ID where it is and making sure there is some integrity
to the data that stores it. There is also, as we have seen in the
crypto space, the potential for the anonymity that comes from to
be abused.

And so, I guess I have a two-part question. Number one, are you
satisfied that blockchain is the right technology to store the data
around a digital ID? And let me just hear your answer to that be-
fore I go to the second question.

Ms. RENIERIS. Thank you for the question, Congressman. I list
in my written testimony and quite explicitly point out that I think
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blockchain is actually the wrong technology for personal identity
management. I have a lot of experience in that space. I have
worked directly in-house with blockchain start-ups. I worked with
many of my own people since the various intergovernmental groups
on this.

Blockchain is inherently an accounting technology. Its features
are transparency, auditability, traceability, and permanence for
mutability. Those are things that you might want to use, for exam-
ple, for supply chain management, but they are really not things
that you want to use for personal identity management if you are
concerned about the privacy and security of individuals.

Over the last 4 to 5 years, as I have been part of these conversa-
tions with governments and industry, there have been many, many
technical solutions proposed to get around some of the concerns, a
lot of different pseudonymization and anonymization techniques, a
lot of different methods of encryption. But, conceptionally—and at
the heart of what blockchain does and what it is designed to do is
really at odds with poor data protection principals around things
like data minimization.

For example, if I want to prove who I am, I don’t want that data
replicated across nodes around the world. If I do that, I don’t know
if the data is stored indefinitely.

So really, to me, it is a complete misfit between the purpose you
are trying to achieve, but I know you have more questions.

Mr. CASTEN. That is helpful. The reason I tied this to my earlier
question is because, in my head at least, this is tied to, is there
going to be a privately-owned for-profit digital ID that is going to
get out ahead of us? Because the value of that data—there is the
narrow part of my biometrics, that this is me and I know this is
you. And then, there is all of the metadata around it, which is, of
course, where the money is. Right? Who are you connected to?
Where was the GPS tied when you used your ID? What did you use
your ID for, et cetera, et cetera?

However we store this—and I will stipulate that you have an
idea in your head about where we should store this digital ID—
should we also be using that same place as a repository for that
metadata? Where should that metadata live, because someone is
going to use it, and what are your thoughts on that?

Ms. RENIERIS. Yes, it is a really important point to make. And
I think that sophisticated for blockchain—teams working on this
have recognized that it is really a bad idea to store the actual iden-
tity credentials on the ledger, so they have come up with
workarounds for that. But ultimately the ledger of the blockchain
is a record of the metadata that you are describing, the trans-
actional data.

And I think a really important thing that is very overlooked in
this conversation is that the commercial incentives I was talking
about in the business model, the revenue models here can really
undo a lot of the technical features intended to provide privacy and
anonymity.

For example, of a lot of the blockchain-enabled identity schemes,
really lacked a business model. And a common one that is proposed
is a kind of scheme where the verifying party pays the issuer of
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the credential when that credential is used to kind of recoup some
of the costs of issuing the credential.

When you have that kind of scheme where you pay for
verification, ultimately, you have to be able to separate the ac-
counting and the transactions. And that is actually a more sophisti-
cated problem to solve. And a lot of companies I have seen in this
space have thought about it, if they even thought about the ques-
tion. And so, again, even if you use best sort of encryption tech-
nologies or anonymization techniques in place, you might have a
business model that undoes all of the benefits of the technology.

Mr. CASTEN. I realize we are out of time, and maybe this is a
longer conversation, but if I take my government-issued passport
right now, that has a whole lot of metadata in it. It has the date
of issue, it has where I have traveled, it is all information. And
there is some value to governments of having that information like
my birth certificate or anything else.

If we do a perfect government digital ID, should we be collecting
and accumulating that metadata if we get into privacy issues and
all of the rest of that? Somehow, we have to solve that, right? And
I realize I am out of time, but you are welcome to respond.

Ms. RENIERIS. I think the question is, to what end and for what
purposes? And I think those would have to be explicitly stated up-
front. This is something I also alluded to in my written testimony.
And I am happy to provide more feedback on the record.

Mr. CASTEN. Thank you. I yield back.

Chairman FOSTER. You could possibly implement a witness pro-
tection program using a blockchain-enabled ID, which is essentially
government-sponsored identity fraud.

We will now recognize Mr. Taylor for 5 minutes.

Mr. TAYLOR. Thank you Mr. Chairman. Mr. Casten, I think if
you go back to last year, Professor Renieris actually resigned from
the ID 2020 project, objecting to blockchain. So, you actually asked
the exact right person about blockchain and identity.

And it was a really fascinating conversation, Representative
Casten. Would you like to take 60 seconds to kind of continue down
this rabbit hole?

Mr. CASTEN. Oh, you are very kind. I will defer to your time.
Maybe we can just follow up. Maybe we can set up a time for the
three of us, if you would like, to get together when we are not
watching the clock. I appreciate it.

Mr. TAYLOR. Sure. I appreciate your passion for this particular
topic and the importance you feel of not using blockchain tech-
nology for identification.

Just going back down kind of the horror story, it is really in-
(s:itructive to me to know what not to do, as well as sort of what to

0.

Dr. Maynard-Atem, I know in your written testimony you talked
about, I believe, the health system in Kenya, women’s ability to ac-
cess that because of the identification system they put in place. Do
you want to expand with on what you have seen in terms of how
not “;0 do it or how we shouldn’t do it in a digital identification sys-
tem?

Ms. MAYNARD-ATEM. Absolutely. Thank you for the question,
Congressman. I think in my written testimony, I do share a little
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bit of the horror stories or the ways that it has gone wrong. And
a lot of that comes from—and I think Professor Renieris mentioned
this previously—not taking into account who your actual users are,
and not taking into account what it is that they are trying to
achieve with digital identities and any solutions that are put in
place.

In the instance in Kenya that I referenced, lots of people in that
particular market, women don’t tend to have access to the required
documents or mobile phones, et cetera, to allow them to make their
way through the process of obtaining a digital identity.

If T think about examples here in the UK, a lot of the digital
identities previously and the schemes have been tried have been
relied on having certain documents or access to the internet, for ex-
ample. And I think it is 20 percent—but don’t quote me on that—
of the UK who don’t have those government-issued documents.

So if your predication of digital identity is based off of having ac-
cess to particular things, whether that is documents or whether
that is a mobile phone, et cetera, then automatically you are ex-
cluding X percentage of your entire population that you are de-
signed to serve.

I think the requirements gathering the start of all of these exer-
cises needs to take into account the different situations that people
are in, and you need to be able to account for those different situa-
tions.

So, yes, all of us on this call clearly have access to technology
and government-issued IDs, but we need to be thinking about the
people who don’thave access to those things or who might not be
able to access those things, those people who can’t necessarily use
technology to get to the systems that they need to, to get to the
services that they need.

I think it all starts at the very beginning of the process and
being able to identify all of the different use cases that you are try-
ing to serve, rather than just the most common use cases that you
can satisfy the majority of people. We need to take into account all
of those differences and make sure we are accounting for those in
the solution that we produce.

Mr. TAYLOR. Professor Renieris, just getting back to you, you
touched briefly on India in my prior question. Could you just talk
a little bit about how, in your mind, India went wrong? I think that
]ios—I don’t want to put words in your mouth. I recall that phrase

y you.

Ms. RENIERIS. Sure. I think the situation with Aadhaar in India
is—there are a couple of places where they went wrong. First, they
intended this single unique identifier and the system to apply to
every aspect of life.

So, there is literally nothing you can access without using it. And
it is entirely traceable across all of these facets of life by the gov-
ernment. The constitutional court subsequently looked into this
and specifically said that it was an overreach and that there are
concerns about dialing some of that back.

But in terms of the questions surrounding inclusion, that was
also the concern there, because of the complexity of India and be-
cause of the complexity of the population, everything from different
languages to different cultures to very different infrastructure in
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different regions in the country, there wasn’t enough consideration
around how groups might be impacted in that respect and how
they might be excluded.

I think we have a very similar problem here. You talked about
broadband earlier in the hearing where we don’t have a homoge-
nous population, we don’t have universal access to things.

And if we sort of, as Dr. Maynard-Atem said, if we only solve for
the majority, then for the tyranny majority there and we don’t have
the pluralism and pluralistic perspective we need to design a sys-
tem that is actually inclusive in the works for most people.

Mr. TAYLOR. Thank you. I appreciate that, Professor.

Mr. Chairman, I yield back.

Chairman FOSTER. Thank you. And we will, finally, recognize
Representative Adams for 5 minutes.

Ms. Apams. Thank you, Mr. Chairman. Cyber attacks are the
fastest-growing crime in the U.S., and one of the largest threats to
the data in the electronic infrastructure today. Studies have pre-
dicted that the business world fall victim to ransomware every 11
seconds this year. A centralized digital ID base with people’s per-
sonal information would be a huge target.

So, Mr. Kelts, can you discuss the cryptography and the
smartphone techniques available so that there would be no need for
a central digital ID database?

Mr. KELTS. Yes. I think that there are multiple different archi-
tectures that can support what you are referring to and not have
any centralized database. In the mobile driver’s license, there are
opportunities to take that data and put it onto the smartphone
itself, along with the cryptographic signatures so that when that
data is shared, selectively shared, the signatures can be shared
with it, and the verifier can take the signatures and check on that
data.

I think there are other architectures similar to that. And I actu-
ally think that is something I can distribute a ledger or blockchain
that holds caches, has that capability if I have the data. And if I
present it to you as a business or verifier of the data, you can then
go and check the veracity of that data.

In addition to non-centralized databases, having access to
verifiable data, cryptographically-verifiable data can reduce the
need for businesses themselves to store the end result, because
they know the next time that person comes along, they will get
fresher, newer validated data, and they don’t have to keep large
records. I think that has the potential also to reduce not just cen-
tralized databases, but peripheral databases that are also the tar-
gets of that.

Ms. Apams. Right. Thank you very much, Mr. Chairman. I have
no further questions. I yield back.

Chairman FOSTER. Thank you. And I would like to thank our
witnesses for their testimony today.

The Chair notes that some Members may have additional ques-
tions for these witnesses, which they may wish to submit in writ-
ing. Without objection, the hearing record will remain open for 5
legislative days for Members to submit written questions to these
witnesses and to place their responses in the record. Also, without
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objection, Members will have 5 legislative days to submit extra-
neous materials to the Chair for inclusion in the record.

And with that, this hearing is adjourned.

[Whereupon, at 1:40 p.m., the hearing was adjourned.]
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Chairman Foster, Ranking Member Gonzalez, and distinguished members of the Committee. Thank
you for inviting me to testify before you today on this very important topic.

My name is Victor Fredung and | am the Chief Executive Officer and Co-Founder at Shufti Pro. Shufti
Pro is a SaaS provider offering Al-powered identity verification services. We offer KYC verification
and AML screening solutions to multiple industries including but not limited to; banks, financial
institutions, exchanges, P2P, travel, healthcare, gaming and crypto firms in over 230+ countries and
territories. Our state of the art IDV services empower businesses to unveil the true identity of their
customers and end-users before onboarding them or allowing access to services. I'm very glad to be
a part of this discussion and to speak about the significance of Al in identity verification.
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Identity fraud is on the rise, as per the latest reports of FTC. According to the Aite Group, 47 percent
of Americans experienced financial identity theft in 2020. The group’s report, U.S. Identity Theft: The
Stark Reality, found that losses from identity theft cases cost $502.5 billion in 2019 and increased 42
percent to $712.4 billion in 2020. Shufti Pro’s mission is to build a safe online environment, devoid of
identity frauds, by making IDV seamless and 100% accurate to fight multifaceted fraud in real-time.
We serve financial businesses, facilitating them to stay compliant with the latest KYC/AML regulatory
developments. As the digital ecosystem grows, it is important that businesses and customers have
confidence in it

Today, | would like to discuss:
1. How identity theft is becoming a more serious crime since more people go online (covid
spike)
How does our Al perform highly accurate verifications? How do we train our models?
Detecting tampered ID documents through Al-powered anti-spoofing measures.
Preventing identity theft with automated IDV and liveness checks
The challenge of data privacy in online identity verification
How using automated identity verification gives a higher accuracy and a more seamless user-

o v A wWN

experience
7. How Shufti Pro can help governments and businesses streamline onboarding and verification

of customers

| would like to note that while the focus of today’s hearing is identity verification. While fake
documents and spoofing attacks are some examples of how criminals try to bypass ID checks, the
majority of customers are legitimate. The major task is to integrate the advanced technology that
can differentiate the compromised identities from the real ones. In 2020, Shufti Pro encountered a
3.36% rise in global identity fraud as compared to 2019. I'm afraid 2020’s reported illicit activities
will rise this year as with time we’ll learn more about scams and frauds that have not been identified
yet.

How identity theft is becoming a more serious crime since more people started going online

Year 2020 has been a year of transformation. With the emergence of COVID-19 pandemic,
businesses have gone remote, shifting major operations to the digital sphere. This has provided an
opportunity for cybercriminals to exploit businesses using fake identities. Over the past few months,
multiple data breaches have exposed billions of personal, financial and healthcare records, resulting
in identity frauds. There’s a high possibility that the intensity of these frauds will increase in

upcoming years.

According to the FTC, the cases of identity theft in the United States doubled in 2020 as
cybercriminals started taking advantage of the COVID-relief benefits offered by the government to
the public. These stats are officially announced by the FTC on their website during annual ‘Identity
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Theft Awareness Week’, in which they received about 1.4 million reports of identity theft last year.
Most of the cybercriminals were targeting the government funds embarked to facilitate unemployed
citizens. There were 394,280 government benefits fraud reports as compared to 12,900 reports in
2019. Such frauds involved imposters filing for unemployment benefits due to the ongoing
pandemic. In fact, according to Shufti Pro’s annual fraud report, the biometric fraud rate in the US
was approx. 12% higher in 2020 than 2019.

Regions with the Highest Percentage of Biometric Fraud in 2019 and 2020
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This is not it, we believe this year we’ll witness even more cases of identity theft. For fraudsters will
become more versed in adopting sophisticated technologies to fulfill their malicious intents. In order
to combat them, businesses need even more intelligent verification solutions that can unveil the
true identity of an individual within seconds and that too leaving no room for false positives.

How does our Al perform highly accurate verifications? How do we train our models?

KYC for Customer Onboarding - The Process
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Customer End-user uploads Data extraction Face Background KYC Checklist Customer
Registration ID Document through OCR Verification Checks Fulfilled Onboarded

Source: Shufti Pro
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Shufti Pro’s configurable IDV solutions incorporate enhanced Al technology to accurately verify the
user’s identity online. We train our systems by deploying thousands of Al models. We understand
the risk associated with false positives, that’s why at Shufti Pro we ensure that our continual models
are enhanced with every new verification performed. It’s an understood fact that machine learning
algorithms get more accurate with every new data instance. That’s the reason we incorporate Al and
ML models in our verification engine. Shufti Pro takes pride in offering an industry-leading accuracy
rate of 98.67%. And it’s possible only because of our enhanced Al.

Businesses similar to Shufti Pro use limited or test data to train their Al models. The reason why they
are unable to achieve the highest accuracy. Whereas in case of our Al, we assure to deploy continual
ML models that incorporate real-time data. Not only this, but Shufti Pro synergizes human
intelligence as well to back the results generated through Al. This reduces the chances of false
positives and facilitates training highly efficient models. Unlike other service providers, we make
sure the customer is only verified if all the ID checks are adequately met; for instance, ID document
is valid and not expired, data is not forged, document template is accurate, checking for rainbow
prints, holograms etc. and verifying the MRZ code as well.

Detecting tampered ID documents through Al-powered anti-spoofing measures

We all witness people using fake ID documents at some point, for instance teenagers using them to
enter the club, adults using them to file for government relief programs etc. In the digital space,
using fake or stolen ID documents has become more than common. Though businesses have started
incorporating IDV checks to authenticate users before allowing access to online services or
onboarding them, the majority of these checks are not capable enough to catch the spoof attempts.
Tampering with identity documents and creating fake or synthetic ID documents are the most
common strategies that imposters use to bypass identity verification checks.

Criminals these days are technologically advanced and ensure to tamper the documents in such a
way that makes them almost undetected. But all thanks to Al-powered anti-spoofing measures that
are specifically designed to identify professionally forged or synthetic documents. We utilize various
anti-spoofing techniques to detect tampered documents, and that too within a fraction of seconds;
no long waits!

With techniques such as pixel detection, filtering lights, hologram detection, our Al-powered identity
verification engine can seamlessly detect any manipulations done to a document. For instance, if a
criminal photoshops the date of birth on the ID document, through pixel detection technique, it can
be identified. Moreover, our system also reads the data from the MRZ code and that data is matched
against the information printed on the ID card to check for any manipulations.

These are few ID card manipulations that Shufti Pro encountered while verifying ID documents in
2020.
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In 2020, over 19% of the document verifications performed by Shufti Pro were flagged because fake,
doctored, stolen or synthetic identity documents were submitted during the identity verification
process. And this year, we believe these stats to rise.

Preventing identity theft with automated IDV and liveness checks

While criminals have developed sophisticated methods of messing with identity documents,
biometrics are still considered secure for ID authentication. Criminals are adopting new ways to
spoof biometric verification tools. We believe these spoof attempts can be prevented with our
automated IDV solution incorporating 3D liveness checks. Many times, criminals try various facial
spoof attacks, such as 2D and 3D masks, eye-cut photos, screenshots, and video replays. The
majority of biometric fraud attempts captured by Shufti Pro in 2020 were 2D and 3D spoof attempts.
The end-user either displayed a paper-backed photo or took a photo from the screen of another
device.
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Out of all verifications performed by Shufti Pro in 2020,
over 22% of them were biometric fraud attempts.

Automated IDV leverages 3D liveness checks such as 3D-depth perception, micro-expression
analysis, 3D Al mapping etc. By using 3D mapping, Shufti Pro detects the 3D angles and minor facial
movements to ensure the presence of a real person. It ensures to check for relevant markers for
liveness detection. Those relative markers consist of checks for eyes, skin texture, photoshop, age
and hair colour differences. Its deep machine learning algorithm makes sure optimal micro
expression analysis is conducted through adequate data comparison. Referring to a computational
algorithm, various points on the picture are matched to that of a previously digitized template.
Shufti Pro’s liveness detection shows an individual's live presence and prevents facial spoof attacks
as well.

The challenge of data privacy in online ID verification

Whenever asked for proof of identity or age, be it a driving license, ID card or a passport, we present
a wealth of personal information; for instance, name, date of birth, address, signature, etc. In this
age, data is a goldmine for cybercriminals. User’s information, if gone in wrong hands, can cause
destruction not just for individuals but the businesses as well. Data breaches are common in the
digital world. In 2020, 75% of large companies in the UK reported data breaches. The global
pandemic has witnessed the surge in personal information online as more and more businesses are
shifting their operations online and people are turning to these services in turn.
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However, the majority of the people are still reluctant in adopting digital identities and getting
themselves verified digitally. Even though we all know that signing up for a new bank from the
comfort of home is much more convenient and quick with real-time ID verification. The concern for
data privacy and protection is what’s hindering digital IDV to become widespread. Keeping this
concern as our priority, our Al-powered ID verification solutions strictly follow data privacy standards
to secure consumer’s data. Using the services offered by Shufti Pro, our clients’ end-users can have
complete control over their data. We are GDPR and PCI-DSS compliant, following proper data
encryption and security standards.

How using automated identity verification gives a higher accuracy and a more seamless user-
experience

Customers are the true assets of any company, and customer experience plays a vital role in defining
the customer-business relationship. Over 60% of US consumers prefer an automated self-service,

such as a website or mobile app, for simple customer service tasks. We at Shufti Pro strive hard to
offer a great customer experience to boost customer acquisition. With automated identity
verification in place, customers don’t need to put manual effort and wait for days and weeks to get
their identity verified. All Al-powered IDV tools required is for the customer to show their face and
identity document in the camera and the system does the rest. Unlike traditional verification
models, the automated ID verification system by Shufti Pro utilizes intelligent OCR technology to
automatically extract data from the document, and performs verification real-quick. This leaves no
room for human glitch and the higher accuracy is assured. Moreover, we synergize human and
artificial intelligence to reduce any chances of false positives.

How Shufti Pro can help governments and businesses streamline onboarding and verification of
customers

Living in the digital world, the current legacy solutions used by the government institutions to verify
user identities and combat identity thieves are falling short. And some digital solutions require users
to upload scanned copies of their identity documents and wait till the experts on the other end
verify them manually. This can be time-consuming and tedious. Moreover, storing personally
identifiable information (PIl) in one location can raise security and privacy concerns due to ever-
growing data breach incidents. Not to forget that these identity documents can be forged or
manipulated that are most of the time unidentifiable. Government agencies need to implement
intelligent digital IDV solutions that are developed using Al and ML models and follow strict data
privacy guidelines. That’s where Shufti Pro comes in.

With Shufti Pro’s identity verification solution on the frontend, government agencies can provide
fast and secure checks to allow access to services and combat the massive identity fraud. We utilize
artificial intelligence to provide a sophisticated and frictionless workflow that would not only
authenticate the individual’s identity but also identify the risks associated with the user-claimed
identity in real-time through screening against 1700+ global watchlists, sanctions and PEPs.
Moreover, we understand the importance of consumer data, that’s why we offer an on-premises
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identity verification solution that you can host over your own servers and have complete control
over the consumer data.
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Chairman Foster, Ranking Member Gonzalez and members of the committee, thank you for the

opportunity to discuss the topic of identity verification with you today.

I am here today on behalf of the Better Identity Coalition! — an organization launched in 2018
focused on bringing together leading firms from different sectors to develop a set of consensus,
cross-sector policy recommendations that promote the adoption of better solutions for identity
verification and authentication. The Coalition’s founding members include recognized leaders
from diverse sectors of the economy, including financial services, health care, technology,

FinTech, payments, and security.

Up front, I want to flag that the Better Identity Coalition is not seeking to push the interests of

any one technology or industry. Instead, our members are united by a common recognition that
the way we handle identity today in the U.S. is broken — and by a common desire to see both the
public and private sectors each take steps to make identity systems work better. It’s very fitting

that the Task Force has called this hearing in this particular week, as it’s one that marks the

1 More on the Better Identity Coalition can be found at https:/www betteridentity.org
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three-year anniversary of our publication of “Better Identity in America: A Blueprint for
Policymakers” —laying out five key initiatives that government should launch around identity
that are both meaningful in impact and practical to implement. And as I will discuss today, the

need for government action here is greater than ever.

As background, I’ve worked for more than 20 years at the intersection of identity and
cybersecurity. Over the course of my career, I’ve been a Senate staffer, led a business unit at a
technology company architecting and building digital identity systems, and done stints at two
investment banks helping investors understand the identity market — cutting through what works
and what doesn’t, and where they should put capital. In 2011, I was selected to lead the National
Strategy for Trusted Identities in Cyberspace (NSTIC), a White House initiative focused on
improving security, privacy, choice and innovation online through better approaches to digital
identity. In that role I worked with industry and government to tackle major challenges in
identity, built out what is now the Trusted Identities Group at the National Institute of Standards
and Technology (NIST), and also served as NIST’s Senior Executive Advisor for Identity
Management. Ileft government in 2015 and now lead the Technology Business Strategy
practice at Venable, a law firm with the country’s leading privacy and cybersecurity practice. In

my role at Venable I serve as the Coordinator of the Better Identity Coalition.

I will cover three core topics in my testimony today:

1. First, I will set the stage by detailing some of the problems with our existing approach to

identity verification — and the enormous costs they present.

2. Second, I will discuss how these problems can be sotved ~ looking at the question of

“What should government and industry do about identity now?” I'll explain why
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government — as the only authoritative issuer of identity — must play a role in the
solution, and how doing so can help to spur not just improvements in security, but also
economic growth. Chairman Foster’s recently introduced “Improving Digital Identity

Act of 20217 is critical here.

3. Third, given that this hearing is in the Artificial Intelligence (AI) Taskforce, I will discuss
the role of Al and Machine Learning (ML) in identity verification — looking at how these
technologies being used to deliver better identity outcomes, as well as identifying

potential risks, and ways to mitigate those risks.

Setting the stage

Let me say up front that I am grateful to the Committee’s Al Task Force for calling this hearing
today, as well as to Chairman Foster for his leadership on this topic. The legislation that he and
Congressmen Katko, Langevin and Loudermilk introduced two weeks ago — “The Improving

Digital Identity Act of 20217 — is the single most important policy initiative the government can

undertake to address the inadequacies of America’s identity infrastructure.

At a high level, that should be one of the top takeaways for members of this Task Force today —
identity is critical infrastructure and needs to be treated as such. DHS said as much in 2019
when it declared identity as one of 55 “National Critical Functions,” defined as those services
“so vital to the United States that their disruption, corruption, or dysfunction would have a

debilitating effect on security, national economic security, national public health or safety, or any

(5]
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combination thereof ” 2 Despite this designation, identity has gotten scant investment and

attention. The Improving Digital Identity Act, if approved, will get us started.

And we are overdue to get started! The way we handle identity in America impacts our security,
our privacy, and our liberty. And from an economic standpoint, particularly as we move high-
value transactions into the digital world, identity can be the great enabler — providing a
foundation for digital transactions and online experiences that are more secure, more enjoyable

for the user, and ideally, more respectful of their privacy.

But when we don’t get identity right, we enable a set of great attack points for criminals and
other adversaries looking to execute attacks in cyberspace. And with it, we end up creating new
burdens for consumers, businesses, and government agencies who need to accurately verify

identity to enable high value transactions to be delivered online.

This was already a problem when this Task Force last convened nearly two years ago to consider
digital identity, but the enormity of the problem has been magnified several times over the last
18 months amidst a pandemic that literally made it impossible to engage in most in-person
transactions. The pandemic laid bare the inadequacies of the nation’s digital identity
infrastructure — enabling cybercriminals to steal billions of dollars and creating major barriers for

Americans trying to obtain critical benefits and services.

More than $63 billion was stolen from state unemployment insurance (UI) programs by
cybercriminals exploiting weak identity verification and authentication systems, according to the

Labor Department’s Inspector General. On the flip side, we’ve seen hundreds of stories about

2 See https://www.cisa.gov/national-critical-functions-set
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Americans who are out of work because of the pandemic, and who have been unable to get the
Ul benefits that they desperately need, because their application has been falsely flagged for
“fraud” when they are unable to successfully navigate the convoluted, labyrinthine processes

many states have put in place to verify identity.

Beyond Ul, the inadequacy of our identity infrastructure remains a major challenge in financial
services: FinCEN last year reported banks are losing more than $1 billion each month due to
identity-related cybercrime.> Meanwhile, millions of Americans cannot get a bank account
because they don’t have the foundational identity documents needed to prove who they are.

Amidst all of this, identity theft losses soared by 42% last year.*

On the cybersecurity front, it remains an anomaly when a major incident occurs and identity does
not provide the attack vector. The SolarWinds attack several months ago was just the latest
example of this, with Russian attackers targeting the administrative layer of identity and access

management systems to do devastating damage.

As a leader at the Cybersecurity and Infrastructure Security Agency (CISA) at the Department of

Homeland Security stated back in March, “Identity is everything now.”’

Why are there so many problems here? A key takeaway for this Committee to understand today
is that attackers have caught up with many of the “first-generation tools” we have used to

protect, verify and authenticate identity. Recent incidents may have driven this point home, but

3 Per FinCEN at the 2020 Federal Identity Forum

4 See https://aitegroup.com/report/us-identity-theft-stark-reality

3 See https:/federalnewsnetwork.com/cybersecurity/202 1/03/cisa-identity -is-every thing-for-cyber-defense-post-
solarwinds/
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the reality is that these tools have been vulnerable for quite some time. There are many reasons

for this — and certainly blame to allocate — but the most important question is:

What should government and industry do about it now?

That’s a key point — government and industry. If there is one message this Committee should
take away from today’s hearing, it’s that industry has said they cannot solve this alone. We are
at a juncture where the government will need to step up and play a bigger role to help address
critical vulnerabilities in our “digital identity fabric.” Passing the Improving Digital Identity

Act is where we should start.

Let me say a few words about that bill: I’ve been asked quite a few times over the last year,
“How do we fix identity verification in state unemployment systems?” or “How do we fix
identity in banking?” or health care or government services? The answer is simple: you can’t.
In that identity is a national issue, and the core problems are the same for most every use case.
Anyone trying to focus on “solving identity” for a particular use case, while well-meaning, is

going to fail.

The good news is that these problems are not insurmountable. The U.S. can address its
shortcomings by investing in creating “Digital First” identity infrastructure that leverages our
existing nationally recognized, authoritative identity systems to create digital counterparts to the
paper and plastic IDs they issue today. The Improving Digital Identity Act will do just that, and

it is a critical piece of legislation.
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In terms of level setting, it might be helpful to define “what we’re talking about when we talk
about digital identity.” In that the term “identity” is thrown around a lot and used in a lot of

different ways.

Fundamentally, there are two core challenges we are trying to solve.

1. The first is figuring out whether someone is who they claim to be at account opening —
what’s generally called “identity proofing.” Exploiting weaknesses in our identity
proofing infrastructure is what has allowed criminals to steal tens of billions of dollars
from state Ul programs, as well as financial services firms.

2. And second is “authentication.” Once an account has been created — how you create
systems that can securely log customers in to that account? This has become quite
important in a world where passwords just don’t cut it anymore, and cybercriminals are
exploiting the weaknesses of passwords and other weak authentication tools to launch

billions of attacks each day.

Here, the challenges faced by the market are not the same. 1 made a point two years ago that [
will make again today, which is that across the identity marketplace: Authentication is getting

easier, but Identity Proofing is getting harder.

Authentication is getting easier, but Identity Proofing is getting harder

Let me unpack that first part: Authentication is getting easier. By that, I mean that while
passwords are broken, the ability of consumers and businesses to access tools that they can use in
addition to — or in lieu of — passwords is greater than it’s ever been. And with multi-stakeholder

industry initiatives like the FIDO Alliance creating next-generation multi-factor authentication
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(MF A) standards that are getting baked into most devices, browsers and operating systems, it is
becoming easier than ever to deliver on the vision of better security, privacy and convenience.
Microsoft, Google and Apple all support the FIDO standards via built-in support in Windows,
Android, 108 and macOS, meaning it’s hard for someone to buy a device these days that does
not support FIDO authentication out of the box. This, in turn, is making it easier than ever for
firms in financial services and other sectors to deliver passwordless experiences. The
development and adoption of the FIDO standards is, in my view, the most significant
development in the authentication marketplace in the last 20 years. 1expect FIDO authentication
to also play a big role in the Federal government’s efforts to comply with the Biden
Administration’s recent Executive Order mandate for universal MFA across all government
systems, helping to fill in the gaps where the government’s legacy, PKI-based smart card

authentication tools cannot easily do the job.

By pairing new authentication standards like FIDO with analytics solutions that use Al and ML
to “score” in real time the likelihood that an account remains in the hands of its rightful owner,

we are closer than ever to eliminating reliance on passwords.

But while Authentication is getting easier — Identity Proofing is getting harder. By that, I mean
the ability of consumers during initial account creation to prove that they are who they really
claim to be is harder than ever — in part because attackers have caught up to the tools we have

depended on for identity proofing and verification.

This means that it is harder than ever for businesses and government — as more transactions
move online — to verify someone’s identity when someone is creating an account or applying for

a new service. Better tools are needed here. But unlike with passwords — where the market has
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responded with tools like FIDO authentication and behavior analytics to fix the problem — the
market has not yet sorted things out here. To be clear, there is great industry innovation in the
identity proofing space, including by many of the Coalition’s members. But the one thing that
has become clear in discussion with industry is that the private sector cannot solve this problem

on its own.

Why is that? Well, as one of our members noted, the title of this hearing — “I am who I say 1
am” — is technically incorrect, since for all purposes, when it comes to identity, you are who the
government says you are. One might ask the government to recognize a name change if you
want to go by a different name — an Iowa man named Jeffrey Wilschke famously changed his
name several years ago to Beezow Doo-doo Zopittybop-bop-bop® — but it’s safe to say his bank,
the DMV, the TSA, the IRS, the SSA, his health insurer, and dozens of other parties he engages

with would not be willing to recognize that name had the government not first done so.

This point really gets to the heart of the issue when it comes to identity proofing: At the end of
the day, government is the only authoritative issuer of identity in the United States. But the
identity systems government administers are largely stuck in the paper world, whereas commerce
has increasingly moved online. This “identity gap” —a complete absence of credentials built to
support digital transactions — is being actively exploited by adversaries to steal identities, money

and sensitive data, and defraud consumers, governments, and businesses alike.

A core challenge here is that adversaries have caught up with the systems America has used for

remote identity proofing and verification. Many of these systems were developed to fill the

6 More on Mr. Doo-doo Zopittybop-bop-bop and his journey is at https://madison.com/wsj/news/local/beezow-doo-
doo-zopittybop-bop-bop-behind-the-name-a-complex-figure/article _14ccf4aa-87f6-11e1-83¢2-0019bb29634.html
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“identity gap” in the U.S. caused by the lack of any formal digital identity system — for example,
Knowledge-Based Verification (KBV) systems that attempt to verify identity online by asking
applicants several questions that, in theory, only they should be able to answer. Now that
adversaries, through multiple breaches, have obtained enough data to defeat many KBV systems;
the answers that were once secret are now commonly known. Next generation solutions are

needed that are not only more resilient, but also more convenient for consumers.

Industry is innovating here, and Al-enabled solutions are one of the tools that can help. But they
alone are not enough. The single best way to address the weaknesses of KBV and other first-
generation identity verification tools is for the government to fill the “identity gap” that led to
their creation. This idea is at the heart of the Better Identity Coalition’s key recommendations
for how government and the private sector can improve the identity ecosystem, as well as the

Improving Digital Identity Act.

It’s an idea that eschews the tired, old idea of trying to solve problems with a national ID card.
The reality is that we don’t need new identity systems — and part of our problem is that we have
too many cards today, another one will not help. Instead, we need to leverage the authoritative
government identity systems that we already have at the Federal, state and local level, but that

are largely stuck in the paper world; none of them can be easily used — or validated — online.

The inability to do so today means that consumers are hamstrung if they need to prove their
identity — or certain attributes about themselves — online, in that they are unable to use the
credentials sitting in their pockets and wallets. It increases risk for both consumers and the

parties they seek to transact with.
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To fix this, America’s paper-based systems should be modernized around a privacy-protecting,
consumer-centric model that allows consumers to ask the government agency that issued a
credential to stand behind it in the online world — by validating the information from the

credential.

The creation of “Government Attribute Validation Services” can help to transform legacy

identity verification processes and help consumers and businesses alike improve trust online.

Such services could be offered by an agency itself, or through accredited, privately run “gateway
service providers” that would administer these services and facilitate connections between

consumers, online services providers, and governments.

The Social Security Administration (SSA) and state governments — the latter in their role as
issuers of driver’s licenses and identity cards — are the best positioned entities to offer these

services to consumers.

Indeed, the SSA has built just the sort of Attribute Validation Service that we called for, the
Electronic Consent Based Social Security Number Verification (eCBSV) Service. SSA is doing
so in response to Section 215 of the Economic Growth, Regulatory Relief, and Consumer

Protection Act, which was signed into law in 2018 thanks, in part, to this Committee’s work.

The eCBSV system now allows financial institutions and their service providers to electronically
get a “Yes/No” answer as to whether an individual’s SSN, name, and date of birth combination

matches Social Security records. We're thrilled to see SSA lead the way here.

First, because eCBSV will change the game in the fight against synthetic identity fraud, which

costs the country $6-$8 billion annually. The fact that fraudsters have been targeting the SSNs

11
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of children to commit this fraud is especially galling — eCBSV has given the country a tool to

fight back.

And second, because what SSA is doing here provides a template for other agencies.

The Improving Digital Identity Act would jumpstart the creation of similar services at the

Federal, State and Local level through four core initiatives:

o First, it would state that it is the policy of the U.S. Government to use its authorities and
capabilities to enhance the security, reliability, privacy, and convenience of digital
identity solutions that support and protect transactions between individuals, government
entities, and businesses, and that enable Americans to prove who they are online. With
this, the bill would set up a formal, White-House led “Improving Digital Identity Task
Force” charged with bringing together key Federal, state, and local agencies who all issue
identity credentials to develop secure methods for government agencies to validate
identity attributes in a way that protects the privacy and security of individuals, and
supports reliable, interoperable digital identity verification tools in the public and private

sectors.

The focus on bringing Federal, state, and local governments together is essential, given
that America’s authoritative identity systems are split between all these levels of
government. For example, my birth certificate was issued by the county I was born in,
my driver’s license is issued by my state DMV, and my passport was issued by the State
Department. 1should be able to ask any of those organizations to vouch for me when 1
am trying to prove who I am online — in a way that is standards-based, offers a consistent
user experience, and supports excellent security and privacy.

12
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This last point brings up the very vital second initiative in this bill: funding the National
Institute of Standards and Technology (NIST) to lead development of a framework of
standards and operating rules to make sure these services are built in a way that sets a
high bar for security and privacy. The bill recognizes from the start that any new digital
identity systems, if crafted pootly, could create privacy and security concerns — and
doesn’t shy away from this issue. Instead, the bill tackles this head on. First by directing
NIST to create a framework that engineers strong security and privacy protections in
from the start, and second, by requiring that any new govemnment systems follow this
framework. There’s nobody in government or the private sector with better expertise to
do this than NIST. It’s also worth noting on the privacy side that nothing in this bill
envisions having government share data on Americans. The role of government is
limited to validating — at an individual’s request — that data submitted matches what a
particular agency has in its authoritative identity systems. That approach significantly

mitigates potential security and privacy risks with having government play a role here.

Third, the bill would set up a new grant program to provide funding to states to help them
implement this architecture and framework in state DMVs — accelerating their transition
to being digital identity providers through new mobile Driver’s License (mDL) apps and
other digital identity solutions. All grant dollars would be tied to a state’s adherence to
the NIST framework, ensuring 1) that all states implement solutions that set a high bar for
security and privacy, and 2) that all states implement solutions that are interoperable,
ensuring that the country can get the full economic benefit of this investment. Notably,
states would be required to allocate 10% of grant dollars to help people who may not be

able to easily get an ID. One downside of the increased security requirements of the
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REAL ID Act has been that many Americans cannot easily get a driver’s license, because
they cannot produce or access the multiple documents needed to prove who they are.
This particularly impacts the elderly, the poor, as well as survivors of domestic violence.
New funding will allow states to better assist the most vulnerable in getting both physical
and digital credentials and ensure that any investment in new identity infrastructure can

benefit all Americans.

* Finally, the bill would address longstanding concerns about the overuse of the Social
Security Number (SSN) as an identifier by directing the Government Accountability
Office (GAO) to analyze what laws and regulations require industry or government to
collect SSNs, as well as whether they are all still relevant and needed, or could be

addressed through something other than the SSN.

Together, these four initiatives will create a comprehensive approach to digital identity that will
prevent costly cybercrime, give businesses and consumers new confidence, improve inclusion,
and foster growth and innovation across our economy. Notably, it’s also an approach that does
not rely on government to provide the entire solution — only those elements to which it is
uniquely suited. Given all the problems we’ve seen in digital identity over the past year, the time

for action is now — we urge Congress to pass the bill immediately.

In addition, the Coalition believes that the pending infrastructure package currently being
negotiated being Congress and the White House should include funding for the state grants
envisioned in the Improving Digital Identity Act. Any investment in broadband that does not
also invest in a proper “identity layer” to enable Americans to use that broadband for secure and

trusted transactions will fall short of its goal. A $2 billion investment can deliver a digital

14
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mobile Driver’s License (mDL) to everyone in America who wants one, and create robust digital

identity infrastructure that will deliver improved security, privacy, and economic growth.

If that cost seems high, consider that earlier this year, Congress approved an identical number
solely to address concerns about state unemployment insurance systems tied to identity fraud
prevention and benefit processing. We believe the same amount of money directed to new
digital identity infrastructure in the states would be sufficient to address the majority of digital

identity challenges tied to state ID systems.

The benefits of investing in digital identity go beyond stopping cybercrime and identity fraud —
the economic benefits are notable. U.S. GDP could grow an extra 4% by 2030 with investments
in robust digital identity infrastructure, according to a 2019 study by McKinsey.” And the
Federal government would save billions annually by offering more online services; a 2013
government study estimated that digital identity infrastructure could save the IRS alone more
than $300M each year while also enabling the IRS to deliver more trusted, high-assurance

services to taxpayers through online channels.®

By failing to invest in digital identity infrastructure, the U.S. is leaving money on the table, while

continuing to enable easy attack vectors for cybercriminals to prey on Americans.

It’s worth noting that the U.S. is an outlier when compared to our peers: the UK, Europe,

Australia and Canada all have significant digital identity initiatives underway, backed by the

"https://www.mckinsey.com/~/media/McKinsey/Business%20Functions/McKinsey%20Digital/Our%20Insights/Dig
ital%?20identification%20A %20key %20t0%?20inclusive%20growth/MGI-Digital-identification-Report. pdf

8 https://www.nist. gov/system/files/documents/2017/05/09/report13-2.pdf
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highest levels of government and significant budgets. If America does not follow, our failure to

invest here will soon become an issue of economic competitiveness.

The Role of Artificial Intelligence and Machine Learning

Given that this hearing is taking place in the Al Taskforce, it seems important to talk about the
role of artificial intelligence and machine learning in identity verification systems ~ looking both
at the benefits Al is offering today and will offer in the future, as well as some of the potential

risks that go with it.

Earlier, I framed challenges around digital identity in two buckets: those focused on identity
proofing, typically at account creation — and those in authentication, used to log in to an account

after it has been created.

On the ID Proofing side, there are two primary use cases where Al and ML play a role:

¢ The first is in remote ID proofing tools that ask a consumer to take a photo of their ID
(such as a driver’s license), as well as a selfie picture. In many of these products, A/ML
is used to help validate whether an ID document is real or counterfeit, as well as whether
the selfie matches the photo on the ID. The role of AI/ML in these products is generally
one where they “study” different documents and “learn” over time how to better tell a
real driver’s license or passport from a fake. In addition, AI/ML is also often used in the
“facial comparison” aspect of the product. Here, we are starting to see some firms

address concerns about the accuracy and consistency of some weaker face matching
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algorithms by shifting to algorithms based on 3D models of faces, rather than traditional

2D photos.

It is worth noting that Congress recognized the importance of these solutions in financial
services in 2018 when it passed the Economic Growth, Regulatory Relief, and Consumer
Protection Act. Section 213 of that bill was called the Making Online Banking Initiation
Legal and Easy (MOBILE) Act, and it preempted some state laws that prevented banks

from scanning a driver’s license to support mobile applications for new accounts.

Today, the types of solutions detailed in the MOBILE Act are widely used — but not all
of them use Al or ML, and performance of the products is inconsistent between vendors.
Here it is worth noting that the FIDO Alliance has launched a new initiative to test and
certify these solutions. Building on FIDO’s success in developing testing and
certification programs for authentication products, FIDO has now expanded its focus to
identity proofing. While the certification program has not yet launched, FIDO has
announced plans to establish performance criteria for these products, in partnership with
a number of independent testing labs to measure whether products meet these

performance criteria.

To the extent that there is a concern that that AT or ML technology used in some of these
products might not measure up, this new testing and certification program will be a
major asset. Many vendors are saying “trust us, our products work™ — this program will
verify that they actually do. I will note to the Committee that I am an advisor on this
project - outside of the “hat” I wear with the Better Identity Coalition — and would be

happy to talk about it further if there is interest.
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Second, Al and ML is used to deliver more accurate data-centric approaches to ID
proofing. Here, vendors in the space look at lots of different signals and data sources,
and use Al and ML to help predict over whether an applicant might be fraudulent or not
— analyzing data and signals with algorithms that are constantly evolving and improving
thanks to Al and ML, and that help companies root out fraud, including synthetic

identity fraud, and make more accurate decisions.

Signals and data sources may include what can be inferred about a device being used to
apply for an account, or the way a user interacts with that device as they enter their
information digitally. Examining a wider set of signals and data sources provides a
multi-dimensional view of identity for enriched verification, and simultaneously allows
vendors and implementers to identify patterns of repeated identity fraud across
government agencies and the private sector driven by sophisticated crime rings. Given
that it is these crime rings that were at the heart of much of staggering losses in the past

year, this is an increasingly important use of Al and ML,

While there are some concerns that algorithms used here might be biased — and that
“putting the machines in charge” will lead to inequitable outcomes — most of what [ have
seen in the use of Al in these types of solutions, on balance, is improving equity and
inclusion. For example, if a bank is looking at credit report data for identity proofing —
but a consumer has a thin file, as is common for young people, immigrants, and
historically marginalized groups — AI and ML can be used to look at other data sources
and approve applicants at a higher rate. Likewise, if a consumer does not have a driver’s
license or passport — or does not have a smartphone — those “selfie match” tools I

discussed earlier probably won’t work. Again, these are areas where tools that leverage
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Al and ML are often able to help fill in the “gaps” and provide an alternative path to

approval.

Overall, many of our members in the financial services space report that without AVML
and risk-based models it would be difficult to perform thorough risk-based identity

validation at scale.

On the Authentication side, Al and ML also play an important role as part of analytics solutions
that look at dozens of different data points and signals about how an individual is 1) trying to

authenticate or 2) interacting with a device or application after initial authentication.

Here, we are seeing firms in financial services and other sectors use tools that look at data such
as behavior, location, typing pattern, access requests (trying to get to something they should not
have access to), etc. The tools then study all these elements and then use Al to make a prediction

as to whether anything seems “off” or shows a sign of account or device compromise.

By pairing more traditional authentication such as that using the FIDO standards with analytics
solutions that use AI/ML to “score” in real time the likelihood that an account remains in the

hands of its rightful owner, we are closer than ever to eliminating reliance on passwords.

The emergence of reliable authentication analytics tools is contributing to the rise of a new
model for authentication called “continuous, risk-based authentication.” Here you pair a
traditional authentication factor like a password or MFA with analytics tools that analyze
different signals. Some might automatically remediate a sign of fraud by refusing authentication,
in other cases it might trigger a signal that is then used to ask a user for additional factors of

authentication. To be clear, not all of these tools use Al and ML, but many do.
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As major banks and cloud providers see tens or hundreds of millions of fraudulent attacks each

day on their login systems, Al and ML have emerged as essential tools to detect and block them.

Having offered this brief primer on how Al and ML are used in identity proofing an

authentication, I’d like to offer the Task Force a few thoughts on how policymakers should think

about these technologies going forward.

1.

First, the points I just detailed should make clear that Al and ML technologies are an
increasingly important tool in identity — particularly given the ongoing battle we are in
against cybercriminals. These criminals are doubling or in some cases quintupling down
on identity-centric attacks, putting the security and privacy of people’s data and money at

risk. The good guys need every tool in the toolbox.

On that point, criminals themselves are starting to develop their own Al and ML tools to
support cyber-attacks. This is slightly terrifying but should not be surprising; the same
technology innovations that can be used to protect us will also be exploited by
adversaries to try to attack us. We’re seeing this in the early stages with criminals using
bots for automated password spray and credential stuffing attacks. Attackers are always
innovating, and we should be preparing for them to be using Al against us in new and

innovative ways.

Second, To the point that there are policy concerns about the use of Al and ML, the
answer is not to ban their use but rather to identify the specific concerns and work to
address them. Because a blanket ban will almost certainly play into the hands of

criminals and put consumers and businesses at great risk.
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3. Third, an important part of issues surrounding Al and ML used in identity verification is
the fact that many of the technologies are opaque: despite the efficiency of many
algorithms, it still difficult to explain their decisions to most people. These issues can be
greatly mitigated by independent certification and testing programs such as the one for
remote 1D proofing tools that I mentioned earlier that FIDO Alliance is developing —
creating a way to independently validate the claims made by vendors and also determine
whether there are any specific quirks or biases in a product or algorithm that may need to
be addressed. In addition, NIST has done some great work to help vendors and
implementers address potential bias concerns in its recent draft Special Publication 1270,

“A Proposal for Identifying and Managing Bias in Artificial Intelligence.”

4. Fourth, it is important that policymakers do not lose sight of the ways Al and ML can
help with inclusion and equity. As I mentioned earlier, financial services firm are already
starting to use Al to enable new approaches to identity proofing that can help bring more
services to the “credit invisible” ~ such as more easily auto-approving more people for

loans — relative to legacy tools that don’t use AL

5. Finally, T would state that the single best way to address concerns with regard to bias in
Aland ML being used in identity proofing tools is to pass the Improving Digital Identity
Act. In that every product using Al and ML to try to determine identity is trying to
“guess” what only the government really knows. And there is no better way to address
concerns about these probabilistic systems run amuck than to enable new deterministic
systems that rely on the actual source of identity in government. As I have stated
throughout my testimony, we’re not going to truly solve identity proofing without the

kinds of identity attribute validation services that the bill calls for.
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In closing, while the current state of digital identity poses some challenges, Chairman Foster and
his colleagues have put before Congress a proposal that will address these challengesina

complete and holistic fashion. The time to act on it is now.

I am grateful for the Committee’s invitation to offer recommendations on how government can

improve the identity ecosystem and look forward to your questions.
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MOBILE DRIVER’S LICENSES

Backgrounder and Written Testimony House Financial
Services Committee, Hearing on Verifying Identity
while Preserving Privacy in the Digital Age

Abstract

Consumers view putting their ID Card or Driver’s License on their mobile device as the last step
toward the freedom of not carrying a wallet. The technology to do this exists today.
Implementing Mobile Driver’s License to meet the goals of privacy, equity, and freedom in
American Society while ensuring higher security for American identities is the challenge. The
Trust Frameworks for meeting these challenges also exist. Coordination and enforcement of
business, legal, and technology can help meet American values in an Identity Ecosystem.

July 16, 2021, A. David Kelts

david@kelts.org - https://www.linkedin in/dkelts/ - @DavidKel
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Written Testimony of A David Kelts
david@Kkelts.org - https://www.linkedin.com/in/dkelts/ - @DavidKelts

Honorable Chair and Committee Members,

I am David Kelts from Arlington, Massachusetts, representing myself in support of forming a
Mobile Driver’s License ecosystem that reinforces the American values of privacy, equity, and
freedom while spurring innovation and improvement.

| am the Director of Product Development for Mobile ID at GET Group North America, and a 5-year
member of ISO/IEC JTC1/SC17/WG10 that wrote the 18013-5 mDL Standard. | lead the Evangelism
Task Force within Working Group 10, and | was a lead author of the Privacy Annex of 18013-5. | am
also a committee member and lead contributor to the Secure Technology Alliance’s Identity
Council, participating in mDL education efforts. The views | present today are my own proposals
for your consideration.

| have prepared a Mobile Driver’s License backgrounder in the attached pages. | will summarize
the recommendations therein in this written testimony.

A Mobile Driver’s License is a digitally signed document placed onto the mDL Holder’s mobile
phone for them to control. Government Issuers around the globe are the signers. When the user
consents to share, individual data elements from their ID can be transmitted to a Reader device
(Verifier). This is an improvement over physical cards where all data is visible on the front and
decodable from the barcode. I1SO 18013-5 is a standard for in-person, attended ID transactions,
complementing existing online standards. The mDL Standard is designed to fit next to online
identity standards such as Open ID Connect and user authentication standards such as from The
Fido Alliance.

Empowering Americans with a mobile identity document carries challenges and must meet the
values and goals of Americans. Protecting identity information, giving greater control and
flexibility to the rightful holder of the identity, and supporting accuracy of operations come with
the goals of inclusivity and access for all Americans.

There are challenges to getting a Mobile Driver’s License ecosystem started. Government identity
card Issuers must take the first move since they are the signatories to the accuracy and
provenance of mDL Data. Support for their digital transformation that meets American goals can
kickstart this digital identity transformation and help ensure that privacy and inclusiveness is
achieved. Their decision thus far to embark on digital transformation and issue mDLs has been
largely driven by desire to be technical leaders or through legislative mandate. The mechanisms to
fund this transformation have not been easy to find, and Consumer Pays models are largely being
chosen. It is worth funding this digital transformation.

Testimony to House FSC Hearing on Verifying Identity while Preserving Privacy in the Digital Age July 16, 2021
A David Kelts, mDL Technologist, Director of Product Development at GET Group North America, Member ISO JTC1/SC17/WG10
Any opinions and views represented are my own.



69

Continuation of Written Testimony of A David Kelts

Challenges exist on the Verifier side as well. Businesses and Government Agencies tha'
accept ID and Driver’s Licenses will wait for a large number of mDL holders before
investing in technology for Contactless ID that can help protect their employees’ healtt
and safety. Restaurants, for example, have moved to contactless menus out of
necessary, but still must check ID manually by handling another person’s ID card.
Spurring innovation and the deployment of systems that accept mDL can bring
Contactless ID transactions into reality. The technology is functional. Priming the pum
of the business model to spur innovation would be helpful.

Identity, and the Mobile Driver’s License Ecosystem, operates as a sum of many parts.
The glue which holds together shared goals and values of such an ecosystem is a Trust
Framework. Trust Frameworks define the business, legal, and technical “rules of the
road” for an identity ecosystem. This framework is achieved in other regions by
government-led initiatives, privately operated frameworks, or public-private
partnership. To meet the goals and values of Americans, | recommend initiating a
public-private partnership chartered to determine requirements based on our values
and to enforce those requirements.

Federal Agencies have an opportunity to lead a digital transformation by accepting mD
in manners that help protect the health and safety of their Agents and Americans. The
Transportation Security Administration, fueled in part by the exposure of TSA Agents tc
corona virus, has led this kind of transformation toward accepting mDLs by participatir
in the creation of the standard and industry efforts to educate and initiate deployment
Funding Federal Agencies toward this deployment will save lives and reinforce values.

The Department of Homeland Security has invested in the development of technologie
for online identity. Similar initiatives to spur innovation, new development, and the
deployment of privacy-enhancing, accessible technologies for accepting mDL can
complement existing efforts by adding the in-person transactions all of us perform witt
identity documents.

Industry Efforts, such as those by the Secure Technology Alliance, Better Identity
Coalition, Kantara Initiative, Future Identity Council, and others welcome the continue«
and expanded investment by the Federal Government and Federal Agencies. There is
expertise to be shared in bringing effective digital identity into reality in a way that
reinforces our values.

Thank you,

Testimony to House FSC Hearing on Verifying Identity while Preserving Privacy in the Digital Age
A David Kelts, mDL Technologist, Director of Product Development at GET Group North America, Me
Any opinions and views represented are my own.
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Backgrounder: What is Mobile Driver’s License (mDL)?

A Mobile Driver’s License is a digitally signed document placed onto the mDL Holder’s mobile phone for
them to control. Government Issuers around the globe are the signers. When the user consents to
share, individual data elements from their ID can be transmitted to a Reader device (Verifier). Thisis an
improvement over physical cards where all data is visible on the front and decodable from the barcode.
1SO 18013-5 is a standard for in-person, attended ID transactions, complementing existing online
standards.

Electronic images of ID Cards are insecure and easy to spoof.

Most people immediately think that you
show your mDL to a verifier. Photo editing
tools and spoof applications make this
impossible to trust. Imagine the fraud if we
were showing Credit Card numbers on phone
screens as payment. After unlocking the mDL
app, the mDL Holder taps their phone or
shows a QR code to a Reader. That action
means the mDL Holder wants to share.
Initially, they share a connection token.

Figure 1: Showing a phone screen is simple to spoof. Tap or
Scan for cryptographic proof of ID and encrypted data sharing.

Cryptographic proof of ID data — Token to Share

The initial token does not contain any identifying information about the mDL Holder. Its purely a token
setting up a transfer, which is the same methodology used for electronic tap payments. The token is
exchanged for data by the Reader through a Web API (server retrieval) or directly from the mDL (device
retrieval). Either model ensures encrypted transfer of data and resists eavesdropping or replay.

Control over Data Sharing and Device; Collection Limitation and Business Need to Store

F - The phone never leaves the mDL Holder’s hand and they have
Eigure 2: Contactless ID granular consent oyer the data they share. The Reader asks just for
transactions with ISO 18013-5 the data they require, and gets cryptographic proof that the subset of
mDL Data is intact, unaltered, and came directly from the Issuer. This
is how Contactless ID transactions can be accomplished. Since
accurate, fresh data is available at each transaction, it is no longer
architecturally required for Verifiers to store customer data. Data
that is not stored does not expose a business to liability of leaks.

The demand for Contactless payment has grown significantly during
the past 18-months, while Contactless ID verification has not been possible. Protecting the health and
safety of the American public, business employees, and Federal Agents such as TSA is critical.

Multiple Interaction Modes

1SO 18013-5 is a data transmission protocol for trusted data. Sharing data is always initiated by the mDL
Holder and nothing ever leaves the device without mDL Holder consent. The current version of the
standard supports QR code and NFC tap to initiate connection, NFC, Bluetooth, and WiFi Aware for
device retrieval of mDL Data (offline when not connected to the Internet), and REST APl and Open ID
Connect for server-retrieval of mDL Data (when online). This is the same Open ID connect widely used
for login to web sites.
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This means that mDLs can support multiple different interaction modes! at different distances.
Interaction Modes support different workflows that businesses and agencies that accept mDL can
deploy for faster customer processing, more trustworthy transactions, and enhanced customer privacy.
1SO 18013-5 mDL is presently designed for in-person transactions.

Security of Data in Transit when using ISO 18013-5

The token that kicks off an mDL device-retrieval contains key material that is combined with key
material from the Reader device to create a one-time encrypted transmit session. No nearby device can
eavesdrop on a session because it cannot generate the same decryption keys. The public key of the
Government Issuer is used to validate that the mDL Data was not altered and is official ID.

For server-retrieval, the public key of the Government Issuer is used to secure the channel to an online
web service. This is equivalent to connecting to a website and seeing the lock icon in the browser. Data
is never released without a token granting permission by the mDL Holder or without transaction-time
identity verification and consent from Open ID Connect (that is widely used across login systems).

In both models, unlinkable identifiers and rotating public keys can be used to ensure some level of
anonymity of the consumer participating in the transaction. Both models were created from the
beginning using Privacy By Design principles. It is, on the other hand, possible in either device-retrieval
or server-retrieval models to make mistakes or intentionally violate privacy principles. The technology
for privacy must always be paired with the business models and legal protection to meet shared goals.

A Truly International Standard

Members of the 1ISO Working Group over the last 5 years included hundreds of participants from over 50
companies representing countries from every inhabited continent. Meetings were held in Africa, Asia,
Australia, Europe, and North America to ensure accessibility to meetings and content. mDL
Interoperability Tests have been held in Japan, Brisbane, and Omaha, NE. mDL pilot programs and
contracts have been implemented in Sweden, Kosovo, New South Wales, Queensland, Ecuador,
Indonesia, and multiple US States®. mDL Standard development was contributed to by AAMVA, eReg,
Austroads, and the Motor Vehicle Associations of each continent. AAMVA has published guidelines® for
North American issuers that mandate the use of 1ISO 18013-5 mDL.
Privacy Assessments Performed
Assessments of mDL Technology and the potential for a positive impact on privacy have been published.
These are exceptionally well-researched, well-written publications fairly representing the concerns of
Americans and technologists world-wide. They express concerns, positives, and shortcomings.

e Annex E: Privacy & Security Recommendations, 1ISO/IEC FDIS 18013-5:2021 (E)*

e ACLU: /dentity Crisis What Digital Driver’s License Could Mean for Privacy, Equity, and Freedom®

e Kantara Initiative, Privacy & Identity Protection in mDL Ecosystems®

! https://www.securetechalliance.org/publications-the-mobile-drivers-license-mdl-and-ecosystem/
section 2.3 defines and names the Interaction Modes of an mDL.

2 https://www.mdlconnection.com/implementation-tracker-map/ shows updated mDL progress

3 https://www.aamva.org/mDL-Resources/

4 https://isotc.iso.org/livelink/livelink?func=I1&objld=21927996&objAction=0pen, Annex E

5 https://www.aclu.org/report/identity-crisis-what-digital-drivers-licenses-could-mean-privacy-equity-
and-freedom

6 https://docs.kantarainitiative.org/PImDL-V1-Final.html
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e Google Security Blog: Privacy Preserving Features in the Mobile Driver’s License’

The universal recommendation is that mDL holds promise with a warning. If done well, mDL can
improve our privacy and identity security. To ensure that mDL s, in fact done well, will take a
coordinated Business, Legal, and Technology effort such as in-place in other parts of the world (see
Regional Fit below).

References — What has been written about mDL?

One of the first and most comprehensive white papers on the mDL is The Mobile Driver’s License (mDL)
and Ecosystem?, from the Secure Technology Alliance. It is accompanied by an Executive Summary and
a series of informative webinars® on mDL. Privacy, Trust, Business Model, and an Operating Framework
for trust are key topics and concepts explained in this series.

The Mobile Driver’s License (mDL) and Ecosystem accurately describes advantages of mDL, its flexible
use, and the challenges that the mDL ecosystem, or any identity ecosystem, will face as it gets started
with nascent technology trying to meet the needs of many. Section 6 of the white paper on Challenges
to a Robust mDL Ecosystem is the rallying call around which Secure Technology Alliance members will
collaborate to solve problems for years to come.

mDL Programs are in various states of development in the United States. The most accurate map of the
present-day advancement of mDL Technology is available from mDL-Connection.com®. It is evident that
the pace of these developments is quickening. Cross-state testing is beginning to happen, and use cases
are being deployed in banking, retail, age-based purchase, restricted goods purchase, car-rental,
transportation, and law enforcement. All are presently in-person with eventual online use case
extensions.

How did mDL create an ecosystem?

Two participants in a transaction plus the signatory

In every mDL transaction, there is the mDL Holder who consents to share a subset of their identity
information with a Verifier to receive a service or good for which confirmation of government-issued
identity attributes is required. That Government Issuer, passively, is the third participant in the
transaction. This naturally forms an Ecosystem. . .

Issuing Authority
1SO 18013-5 mDL allows that third participant to «idenity Proofing
be entirely passive — they can make known the o Sy Attty ssvar
public key that confirms their signature on the
mDL Data and their position as an authoritative
identity proofer in the eyes of the Verifier (who
chooses the public keys that they trust and will

accept).
- s Mobile Citizen o i
Every Issuer from the initial AAMVA Guidelines R I Remem s
= «Requires Gov't ID
to present has stated that they wish their S Coniemer® = « Process D Holders Quicky
participation to remain passive. Tracking and Figure 3: Participants in mDL in-person ecosystem (blue)

next to the predominant online identity system (gray)

7 https://security.googleblog.com/2020/10/privacy-preserving-features-in-mobile.html

8 https://www.securetechalliance.org/publications-the-mobile-drivers-license-mdl-and-ecosystem/

° https://www.securetechalliance.org/the-mobile-drivers-license-and-ecosystem-webinar-series/

10 https://www.mdlconnection.com/implementation-tracker-map/
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surveillance will not by policy or technology be tolerated.

1SO 18013-5 mDL was designed to create an ecosystem for in-person transactions. The secondary
intention was to ensure that these in-person transactions could exist beside and in harmony with
identity-backed transactions in the online, web world. 1SO 18013-5 can work very well next to Open ID
Connect. Open ID Connect is the majority technology in use for login credential providers. Adding
unattended transactions has always been envisioned as utilizing Fido Alliance user authentication — a
privacy-enhancing, flexible standard for authenticating users.

Many open source and SaaS implementations of Open ID Connect are widely available and highly
functional. Itis expected the same will hold true for mDL implementations.

Viewpoints of “Trust” from those participants

Accepted e\ - P o Always
Every where Available

Makes Verlfler Accurately
Life F——— 1 —1 Identify

Better VIeW the Person

Improves Cannot

My - — Be

Privacy Spoofed

Contactless $\ Protect
ID @ ﬁ Employees

In addition to the convenience of potentially not carrying their wallet, Consumers (mDL Holders) will use
and trust their mDL if it makes their life easier, protects their identity better than currently, is accepted
everywhere, and provides them the opportunity for Contactless ID transactions.

Verifiers are typically business with requirements to accept government-issued ID. They need the
reliability of an always available system that cannot be spoofed, will protect their employees from
disease transmission, and will accurately identify the person to whom they are granting the transaction.
Issuers also, from their arm’s length of these transactions, need to accurately provision each mDL to the
right citizen and trust the distribution mechanisms for their public keys (sometimes called PKDs). They
also may need to make the technology decisions to ensure the high-availability and security of their
deployment systems and the mobile applications.

When any one of these viewpoints of trust falls short, trust in the ecosystem will begin to erode. This is
why kickstarting the ecosystem, ensuring its smooth and seamless operation, and providing
enforcement capabilities with consumer redress actions is necessary for mDL to be trusted and used.

In blockchain or distributed ledger identity systems, there is potentially an additional entity in the
ecosystem —those with the privilege to write to the ledger. This privileged group is often formed by
consortium and the privileged ledger-writers are called Stewards. Other models exist.

Additional Objectives of mDL in an Ecosystem
mDL Usage by Americans is predicated on fulfilling certain privacy, security, and convenience goals.
mDL Holders can be given the opportunity to choose their solution that fits these values (as in the model

chosen by the State of Florida'! 1), and Issuers can choose to provide these values in the applications
they select for their residents. 1SO 18013-5 mDL provides the opportunity to achieve these goals.

 https://www.flhsmv.gov/floridasmartid/

12 https://www.wtsp.com/article/news/regional/florida/florida-drivers-license/67-ff420646-1c55-40c7-
99cd-55ach3c0e296

Testimony to House FSC Hearing on Verifying Identity while Preserving Privacy in the Digital Age July 16, 2021
A David Kelts, mDL Technologist, Director of Product Development at GET Group North America, Member I1SO JTC1/SC17/WG10
Any opinions and views represented are my own.



74

*Runs on your existing
phone

eAccepted Everywhere
around the Globe

*NOT Proprietary

eFull control of your ID
document

*Share only what you
consent

*Protect your Health

e Encryption that only
you unlock

eSecure private

transmission with a

tap or scan

e

Convenience g;: i

7

Regional Values

Inclusivity — Equal Access to All —is a clear objective of identity systems to re-enfranchise those who may
be missing documentation of their birth and name. The technology itself must operate equitably. State
Government Issuers — DMVs — operate with identity proofing guidelines that allow the vast majority
access. In many municipalities, City IDs have attempted to fill any gaps in inclusiveness. All can be
targets for mDL given that the businesses and agencies accepting mDL decide from which Issuers they
will accept mobile identities.

In the United States, privacy, freedom, and inclusiveness are national values with the additional
technological goals of interoperability, ease of use, and accuracy of identification.

Regional Fit

For use of an mDL to meet the objectives of any region around the world, it must operate within a Trust
Framework that defines the Business, Legal, and Technical “rules of the road” for identity operations.
Such frameworks can be privately operated, as in the example of a consortium like Sovrin*?,
government operated, as in the example of TDIF* from the Australian Digital Transformation Agency, or
a public-private partnership such as DIACC Pan-Canadian Trust Framework® in Canada. In addition,
technology companies with the means to implement an end-to-end solution could also privately operate
a trust framework for mDL or online identities.

3 https://sovrin.org/library/sovrin-governance-framework/

4 https://www.dta.gov.au/our-projects/digital-identity/trusted-digital-identity-framework

15 https://diacc.ca/trust-framework/
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Why hasn’t mDL happened already?
Demand is Growing, The Catalyst is Missing

To turn the wheels of this nascent mDL Ecosystem, typically
the Government Issuer must be the first to act. The
impetus and business rationale for action of a State Agency
is not always clear. Standing out as a technology leader and
achieving the public good are currently the determining or
driving factors in a decision to pursue mDL. Citizens

« Often no direct
relationship to Issuers.

« No Citizens with mDL yet

« Justify the Expense of

Investing in Contactless?

Business

In Utah'®, the Driver’s License Division'’ has taken first
action upon legislative mandate and had the foresight to
include business partners in the evaluation of a public
contract award process. Businesses such as Utah
Consumer Credit Union*® have jumped to the forefront to
accept mDLs before they were widely issued and have seen
a boost in their membership due to technology leadership.

« Not common that they ask
Issuers for wants

« Depend on Issuer tosign

+ Demand is clear from Issuers
Utah events

« Necessary first-mover
« Legislative Requirement
* No Funding Mechanism
* Acting for Civic Good

No Uniform Business Model

m 1SO 18013-5 mDL does not specify a

business model, it is a technology
interchange specification. Issuers
without funding that want to act on
behalf of their citizens face a difficult
choice to move first. In the USA, the
Consumer-Pays model fits with how
residents currently pay for physical
cards, so the Consumer Pays model has
been adopted when high-technology

+ oy » ; tmenustoricon vendors provide the solution.

« FavorsExmblehed
Ployers

* Ukei0 Cardy
Expected

« OfficultTo Sare

« presare > free
Svellanee B>

Free w/ Tracking & Ads

ivacy. Advertising

© e The model of Issuers developing mDL
technology (therefore Issuer Pays) is
also in use, in the US and in places like
New South Wales, with those solutions
now needing to retrofit an mDL standard and find funding to expand beyond purely local usage.

it Ad Tracking

set Advertising dentiie.

it Advrtising & Pricy.

Verifier Chargeback models are most effective when the ecosystem is closed-loop, membership led, or
operated by a single entity or consortium. This allows for an accounting system that funnels money in a
highly appropriate way — from those whose risk is reduced, and processes are improved (Verifiers) back
to those who did the work to proof the individual identities (Issuers). Verifier Chargeback is difficult to
kick-start because often the entire system must be in place before money starts flowing. Governance in
these systems includes accounting services as well as Trust Framework enforcement.

16 please note that the author’s employer is affiliated with each entity used in this example of ecosystem
startup. The author has worked directly on these products and project.

*7 https://publicsafety.utah.gov/2021/04/20/new-mobile-driver-license-to-offer-utahns-enhanced-
privacy/
18 https://www.cutimes.com/2021/06/24/utah-community-cu-to-test-mobile-drivers-licenses/
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Free With Tracking and Ads is a business model widely in use across the Internet today. If the software
is free, you the User are likely the product. This model is largely why today’s hearing exists. Mixing mDL
with this business model is likely to feel extremely creepy to Americans and deter usage.

What happens without a Catalyst or Business Model?

Lacking the catalyst or precipitant to kick-start any of these business models or the mDL Ecosystem, it is
highly likely that a large player with deep pockets will step in to impose their business model on the mDL
Ecosystem.

The Verifier-Chargeback model is one option when pockets are deep enough that the up-front
development costs could be entirely R&D funded. The owner of the mDL Ecosystem in this model would
own the chargeback mechanisms at a percentage analogous to those of software application
distribution mechanisms (App Stores). Even if that technology giant only provided half of the mDL
devices in the Ecosystem, the price pressure on the other half of smartphone applications would be
driven to zero. The Consumer Pays model would be eradicated. The expectation of free software could
drive ad or privacy-invasive funding alternatives. Privacy, in general, for all identity transactions flowing
through one system could then become the responsibility of one tech giant to carry out.

Another potential move toward a Free With Tracking and Ads business model could be precipitated by
other technology giants. To date, data on identity-backed business transactions with visual inspection of
physical cards is not consolidated or correlated. It is possible with systems that scan PDF417*° barcodes.

None of the above testimony is other than informed speculation about the possibilities of the
development of the mDL Ecosystem. What is clear is that the business model and legal framework for
an mDL Ecosystem must reflect the values of the American people and the ecosystem must remain open
to many participants to provide and extract value — a free market. The physical ID market has many
players, starting with innovators and, as with many mature markets, gravitating toward consolidation,
consistency, or stagnation. Technology improvements have made the manufacture of fake IDs easier.
Cryptography improvements will be the moving target of the mDL Ecosystem to stay ahead of forgeries.

What protections are necessary?

Security Standards to avoid a Privacy Problem.

Any Trust Framework would contain Business, Legal, and Technical rules by which all participants abide.
Participants must abide by these rules and requirements to continue operation. Enforcement is both
voluntary, collective, and backed by rules of recourse.

1SO 18013-5 mDL provides security mechanisms for data in-transit, but the secure storage of data is not
specified. The security of mDL Data when stored on mobile phone, in cloud repositories, or even in
aged, single-location, on-premise data centers is not part of a data transmission standard. Minimum
acceptable standards for data at rest must be designated and measurable. Google has advanced this
concept on Android with its Identity Credential API?° %, Security audits and compliance certifications
should be made available to all participants in the ecosystem by all providers.

Privacy is a Collective Responsibility

Identity protection and the resulting privacy is always an Ecosystem responsibility shared among all
participants. A failure in security by any one participant can compromise the privacy of many. For this

19 https://www.aamva.org/DL-ID-Card-Design-Standard/ contains PDF417 data formatting

20 https://developer.android.com/reference/android/security/identity/IdentityCredentialStore

2 https://www.xda-developers.com/google-android-digital-drivers-license/
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reason, enforcement must be available and channels to resolve and remedy dispute must exist. The
current environment for binding together mDL implementations in the US may be State laws.

In my many discussions with State Issuers, every single one wants to distance themselves from person-
to-verifier transactions. The technology for unlinkable transactions is available and the will exists.

Where does the Consumer turn for protection?

Enforcement of Consumer Protection of Privacy has developed into the responsibility of the Federal
Trade Commission. mDL is an evolution of present day card-based in-person transactions, and similar
enforcement may be applicable when mDL transactions begin to happen during 2021 — 2022.

The question of consumer protection is not the expertise of the author, but a concern highlighted in
order for it to be addressed in appropriate channels.

Considerations for Federal action

Action to organize the Trust Framework, and the enforcement of it within the United States is
recommended. It should take a form suitably organized and agile for the technology world of 2021+ so
that it is adaptable to change and always carries out the principles and vision of Americans.

NIST previously was chartered with organizing and running an Identity Ecosystem Steering Group
(IDESG??) responsible for defining how identity could work in the US. The remnants of the IDESG and
charter are now part of Kantara Initiative. Technology has evolved sufficiently that many of the visions
of the 2000’s and 2010’s, including those piloted in many NSTIC® Grants, have become feasible and
usable. This sort of public-private partnership toward shared common goals is still viable in the US.

The Secure Technology Alliance has many members in the Verifier space. STA is currently responding to
the active DHS/TSA Request For Information with a set of considerations for DHS and Federal Agencies
to assist with the formation of the mDL Ecosystem in a way that reflects American values and creates a
playing field for innovation and growth. The following is an excerpt used with permission.

STA commends DHS, and its component TSA, for active participation in early efforts by STA to start to
overcome the challenges [outlined in Section 6 of The Mobile Driver’s License (mDL) Ecosystem (ed.)].

STA now recommends:

(a) Strengthening DHS engagement in the concepts and efforts to kickstart the ecosystem. STA
welcomes and encourages DHS participation at STA and at the other industry groups working
toward the realization of a secure mDL Ecosystem

(b) Defining the security, provisioning, and privacy requirements that attach meaning to the “Real
ID” flag defined in the AAMVA Guidelines since ReallD is central to the acceptance of mDL for
Federal Use Cases

(c) Encouraging all federal agencies and interagency bodies to participate in overcoming these
challenges and realizing the ecosystem

(d) Using STA Use Case Development resources (published along with the white paper) to capture
and publish business processes and interactions where federal agencies rely upon driver’s
licenses or where a trusted digital ID credential could:

e Reduce risk and control costs
e Enhance quality of life, service, and user experience
e Promote the growing interest in touch-free interaction

22 https://idesg.edufoundation.kantarainitiative.org/ IDESG now part of Kantara Initiative

2 https://en.wikipedia.org/wiki/National Strategy for Trusted Identities in Cyberspace
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¢ Reduce fraud that harms the privacy, security, or identity of our countrymen
(e) Utilizing available funding, such as Silicon Valley Innovation Program, to roll out the
acceptance of mDL for Federal Use cases. This program has been successful at pursuing
architectural goals, and can now be used to encourage adoption of Contactless ID at scale in
order to protect the health of our nation and improve security
{f) Lobbying for the nationwide legisiation and funding that will encourage States to issue,
businesses to accept, and citizens to have contactless options available to them
Empowering and educating Federal Agencies with the authority to enforce privacy standards
and requirements across mDL usage in the ecosystem within the USA®

&

Since the publication of the STA White Paper, demand for Contactless ID transactions has grown
proportional to the growth in usage of Contactless Payment. The potential health benefits are clear in
a post-covid world, and the protection of TSA Agents, Federal Employees, and the general public are
critical to the operation and security of our country. STA encourages DHS to utilize whatever
resources are avaitable o assist a transition to a Contactless ID society.

Relying Party interest in accepting mDL as official government ID is blossoming inside STA and in the
ecosystem at large. These driving forces of ecosystem momentum and healthier contactless ID are
fueling interest and development.

Qutside of the STA White Paper, members experiences in the implementation of state and major
urban center identity programs prove that momentum is growing rapidly. They also seem to reiterate
and compound the Least Common Denominator (LCD) problem described in STA White Paper section
6.1. The compounding of this LCD problem is, in practice in the field in jurisdictions that are rolling
out mDL, slowing the number of locations where mDL will be accepted Day One and opening the door
to competing standards not geared toward in-person usage. There are three major points where LCD
is happening:

1} NFCthatis widely used at point of sale and point of service is not available for mDL
communications on all major phone operating systems, which results in hesitancy of Relying
Parties to adopt or to bias their acceptance mDL to just the Android platform.

2) Vendor implementations that include a single Interaction Mode (see section 2 of STA White
Paper that names these Interaction Modes} simply to achieve a rubberstamp of conformity
are limiting the choices of relying parties in how they will accept mDL. In fact, some
implementations have mutually exclusive technologies for mDL interaction, leaving Relying
Parties considering waiting before they accept mDL. Wait and see approaches can hurt mDL
ecosystem momentum.

3} Visual approaches that short-circuit cryptographic proof of identity are being rolled out in
States because the ecosystem is not developed, and Federal Agencies {as well as other relying
parties) are not yet equipped to accept mDL transmission and cryptography. Since there is no
way to secure the screen renderings of mobile devices (the secure elements do not protect
screen memory), visual implementations are injecting uncertainty into concept of mDL and
exposing the potential for this mDL marketplace to blow up before it gains full momentum.

STA encourages DHS participation to alleviate these developing shortcomings in the ecosystem, fund
the transition to cryptographic proof of identity at all agency points of service, promote what is
known to be acceptably secure and fraud-resistant solutions, and seed the development of relying
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party technology to accept mDL. Innovation Programs within DHS could be tuned to develop
acceptance of mDL and not just to solve online identity or espouse particular architectures.

Major considerations for achieving public or industry acceptance are:

e The security and identity assurance level of the mDL provisioning process (Section 5.2)

o The security of the smart device that hosts the mDL credential and its platform

s Verifier trust in the credential across states, countries, and other jurisdictions {Section 5)

e Verifier trust that the credential is in possession of the proper, intended Holder (Section 5)

e Enforcement of privacy protection for mDL Holders {Section 5.3) across all Interaction Modes

o Liability and safety considerations for Verifiers and mDL Holders

s Incentives of any form, including tax incentives such as those spurring electric vehicle
markets, that allow Verifiers to adopt as pioneers in the mDL Ecosystem. This speeds up the
transition to Contactless ID that will protect security and health of citizens.

Other considerations include:
o Phasing of feature roll-out and avoiding the risk of least common denominator solutions
e Eradicating solutions with visual presentation or unsigned, unprotected barcode data
« Verifier understanding of state and global or regional policies for proofing and issuance
o Testing, education, and training for Issuers, Holders, and Verifiers
¢ mDL Holder signing functionality for use cases where “signing with your ID” is warranted
¢ Adoption of standardized user authentication for assisted or unattended use cases

The text box above is quoted with permission from The Secure Technology Alliances’ response to
DHS/TSA active Request for Information on Mobile Driver’s Licenses.
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House Financial Services Al Task Force

| Am Who | Say | Am: Verifying Identity while Preserving Privacy in the Digital Age
July 16" 2021

Dr Louise Maynard-Atem, Women in Identity

Good afternoon and thank you Chairman Foster, Ranking Member Gonzales and the other members of the task
force for the opportunity to testify today.

My name is Louise Maynard-Atem and I’'m the research lead for the non-profit organisation Women in Identity;
an organisation whose mission is to ensure that digital identity solutions are designed with the diverse
communities that they serve in mind. We are a volunteer-led and member-focused organisation, and all work
full-time in the digital identity sector. Women in Identity is entirely independent and not acting in the interests
of any one organisation or individual. Instead, our volunteers and members are united by the belief that we
need to make identity systems that work for everyone, ensure that they are inclusive for all and free from bias.
Today | will be representing the views of Women in Identity, but it is also pertinent to the topic of today’s
hearing to mention my full-time role. | lead the data insights function at GBG, an identity and fraud
organisation whose mission is to drive trust and confidence in digital transactions through the provision of
identity proofing services.

The specific topic | would like to focus on today is that of inclusion and bias. The need for improved digital
identity systems and infrastructure has been a pressing requirement for many years, as more businesses have
moved their operations online. The pandemic has accelerated that shift online, and increased the focus on the
need for digital identity infrastructure over the last 18 months. This presents us with a unique opportunity to
enable economic and societal value creation as digital identity systems are the gatekeeper to access services
like online banking, e-commerce and insurance. However, we also need to recognise that the use of technology
in digital identity systems has the potential to further entrench, and potentially exacerbate, the exclusionary
and biased practises that persist in society today. Simply digitising what were previously analog processes and
utilising flawed data would be a missed opportunity to deliver systems and services that benefit all citizens.

At Women in Identity we believe that inclusion doesn’t just happen on its own. In order for identity systems to
be inclusive and free from bias, the requirement for it must be mandated. There are many examples where
exclusion and bias have not been explicitly mandated against within identity systems, and in many of those
instances identity systems have been built which have excluded certain groups, often because of particular
characteristics such as skin colour, gender, culture, socio-economic background or disabilities. Examples
include:

® Up to a third of adults (women and the elderly were particularly affected) in Kenya were excluded
from healthcare and social services due to lack of a national ID card, a prerequisite for gaining access
to the country’s digital identity card*

1

https://www.theguardian.com/global-development/2021/jun/09/ugandas-id-scheme-excludes-nearly-a-third-f
rom-healthcare-says-report




81

® According to a member of the Iragi Commission for Human Rights quoted in Kurdistan, 1.5 million
Iragis born between 2001 and 2003 and who should be voting for the first time, will not be able to do
so as their names are not on the voter register and they have not received their biometric or
temporary cards.?

According to recent population statistics for adults in the United States:

® Approx. 11% of American adults don’t have government issued ID documents (which is approximately
20m people)?

®  Approx. 18% of American adults don’t use a smartphone’

e 5.4% of US households are unbanked (approximately 7.1m households)®

The lack of government issued ID, ownership of a smartphone or bank account can often be some of the
building blocks used in creating a digital identity for an individual. There are many and varied reasons for the
above, but it is essential that any digital identity solution is accessible to all of these groups, and does not cause
them to be further excluded from the opportunities that such technology-driven solutions may become the
gatekeeper for.

In the physical world, we would never erect buildings that weren’t accessible to all (features like wheelchair
ramps are mandatory). We need to ensure we are mandating equivalent accessibility in the digital world.

Establishing an inclusive identity system requires an exclusion risk assessment and explicit strategies to ensure
access to identification for all, with particular attention to groups that are at higher risk of exclusion, such as
remote and rural residents, ethnic and linguistic minorities, people with disabilities, marginalized women and
girls, and those with low technical literacy.® As part of the planning process, decision makers should also
carefully consider the exclusion risks of formalizing or increasing identification/authentication requirements for
different transactions.

What we are observing is a move towards identity trust frameworks being developed around the world, where
the need for inclusion and testing for bias is being explicitly called out. To share some insight into how inclusion
in digital identity is being thought about here in the UK, | wanted to discuss the UK Digital Identity and
Attribute Trust Framework’ that Women in Identity was involved in consulting on. The UK trust framework,
published in alpha form in February 2021, sets out requirements to help organisations understand what ‘good”
identity verification looks like. There are explicit call-outs around making sure that products and services are
inclusive and accessible, and organisations are required to complete an annual exclusion report to
transparently explain if certain users are excluded and why.

https://www.learningforjustice.org/sites/default/files/general/Percentage%200f%20People%20Who%20Lack%
201D 0.pdf

* https://newzoo.com/insights/rankings/top-countries-by-smartphone-penetration-and-users

https://id4d.worldbank.org/guide/creating-good-id-system-presents-risks-and-challenges-there-are-common-s
uccess-factors
7 https:
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Extracts From the UK Trust Framework®
2.3 Make sure your products and services are inclusive

Making your products and services inclusive means everyone can use them no matter who they are or where
they’re from. One of the aims of the trust framework is to make it as easy as possible for users to create and use
digital identities (either online or in person).

All identity service providers must follow the Equality Act 2010 by considering how to make sure no one is
excluded from doing this because of their ‘protected characteristics’. There are notable exceptions to this, such
as it being fair to restrict service access on account of someone’s age, e.g. you cannot buy certain products until
you are 18.

There are many reasons why a user may be excluded from using a product or service. One common reason is
because users are asked to provide specific evidence as proof of their identity.

Example

A service that only accepts a UK passport as proof of someone’s identity will exclude users who do not have,
cannot find or cannot afford a passport.

You can prevent this happening by accepting a wide variety of evidence as proof of users’ identities and
eligibility. You can also choose to accept a declaration from someone that knows the user (known as a ‘vouch’)
as evidence.

Requiring information to be checked against certain authoritative sources can also exclude some users from
creating a digital identity.

Example

A service that only checks users’ information against a credit reference agency database will stop users who do
not have much of a credit history from creating a digital identity. This could exclude users because of their age
or income.

You can prevent this from happening by checking information about users against a wider range of sources.

Another reason why you might exclude users is if a product or service uses any third party software that’s only
been tested with a specific user group.

Example

A service might check users’ identities using an existing facial recognition system that was tested with a small
sample of users. As most of these users were white men, the system was not taught how to recognise users of
other genders or ethnicities.

By choosing this system, the service will exclude some users from proving their identity because of the way they
look.

You can prevent this from happening by choosing software that you know has been tested with a variety of
users from different demographics.

https://www.gov.uk/government/publications/the-uk-digital-identity-and-attributes-trust-framework/the-uk-di
gital-identity-and-attributes-trust-framework
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The first step to building an inclusive product or service is to find out as much as you can ohout the types of
people who will use it. If you do not know who they are or what they need, you cannot be sure you have built
the right product or service.

You must make sure that making your product or service more inclusive will not expose it or your users to any
additional risks.

Submit an annual exclusion report

All identity service providers must submit an exclusion report to the governing body every year. The governing
body will tell you exoctly what information should go in the report. It will at a minimum need to say which
demographics have been, or are likely to be, excluded from using your product or service, You must explain why
this has happened or could happen,

Sometimes users will be excluded for a good reason. For example, users under 18 should not be able to create o
digital identity to access o gambling website 50 it would be right to stop them from doing this. You must explain
if this has hoppened in the report.

You must write the report based on evidence, for example findings from user research or data and analytics for
your product or service, You do not need to collect any additional personal information from your users.

You must also explain what you'll do to improve the inclusion of your product or service in the report.

2.4 Make sure your products and servives are accessible

You must follow the gecessibility requlations If vou're a public sector organisation that’s developing opps or
websites, This includes any products or services that help users cregte digital identities or maneage their
attributes.

if you're o public sector organisation that develops products or services for users in Wales, you must ofso follow
the Welsh Language Act 1993. This means your product or service must be avoilable in Welsh,

You should also aim to develop products and services thot everyone can use if you're not @ public sector
organisation, To help do this, we suggest you follow the!

® Webh Content Accessibility Guidelines [WCAG)
e new Luropean Telecommunication Standards Institute (ET51) stondard on gegessibility requirements
suitable for public procurement of |[CT products and services in Europe

You should always make sure users have more than one way to use your product or service. For example, a user
should have another way to create a digital identity if they’re unable to use the online service.
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It is also worth noting that the Information Commissioner in the UK (responsible for upholding information
rights in the public interest) has responded in support of the UK Trust Framework, but raises cautions if digital
identity and attribute systems (or service providers consuming digital identity and attributes) rely on
automated processing, due to use of algorithms or artificial intelligence within the systems. Automated
decision making may have discriminatory effects due to bias present in system design, algorithms or datasets
used in the creation and build of the product or service.’

The Pan-Canadian Trust Framework lists inclusivity as one of its guiding principles, stipulating that digital
identity services and tools must be affordable, standardised and create value for users in the interest of broad
adoption and benefit to all Canadians.®

The World Bank released the second edition of their principles on identification for sustainable development in
2021 to reflect the quickly evolving nature of the identity sector as part of the Identity for Development (ID4D)
initiative. The principles are based around three key pillars, the first of which is inclusion. Within this pillar, two
key points are called out; (i) Ensure universal access for individuals, free from discrimination and (ii)Remove
barriers to access and use.**

At Women in Identity we are currently carrying out a piece of research that seeks to understand the societal
and economic impact exclusion in the context of digital identity within the financial services sector.’” This
research will inform the creation of a code of conduct, designed to help solution providers identify and mitigate
potential areas of bias and exclusion in digital identity product design, to ensure that the industry is building
products that work for everyone, not just the select few.

To conclude, we believe that in order to achieve the full potential of digital identity systems, inclusion
requirements must be specifically mandated within any regulation or legislation and measured on an on-going
basis. I've mentioned a number of examples of how this is being done elsewhere, and | strongly believe there is
benefit in sharing best-practices and lessons learned with other industry bodies and consumer advocacy
groups to ensure that we can deliver systems that enable all citizens equally.

Thank you.

(0.0rE.U lia/at )
0 https://diacc.ca/trust-framework/
 https://id4d.worldbank.org/principles

*2 https://womeninidentity.org/2021/07/13/code-of-conduct-launch/
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INTRODUCTION

Thank you to Chair Foster, Ranking Member Gonzalez, and members of this Task Force, for the
opportunity to testify before you. My name is Elizabeth Renieris. I am a Professor of the Practice and
the Founding Director of the Notre Dame-IBM Technology Ethics Lab at the University of Notre Dame,
where I help to develop and oversee projects to promote human values in technology. I am also a
Technology and Human Rights Fellow at the Carr Center for Human Rights Policy at the Harvard
Kennedy School and a Practitioner Fellow at Stanford’s Digital Civil Society Lab, where my research is
focused on cross-border data governance frameworks, as well as the ethical challenges and human rights
implications of digital identity systems, artificial intelligence (AI), and blockchain and distributed ledger
technologies (DLT).

MY WRITTEN AND ORAL TESTIMONIES REFLECT MY OWN PERSONAL VIEWS AND
DO NOT NECESSARILY REFLECT THOSE OF ANY ORGANIZATIONS WITH WHICH I AM
AFFILIATED.

The subject of digital identity is of critical importance to me both personally and professionally. 1
began my legal career as an attorney working on cybersecurity policy at the Department of Homeland
Security and would later learn that my personal information was compromised, alongside the
information of more than 22 million other Americans, in the now infamous “OPM hack.” More than a
decade later, I continue to receive regular alerts from my government-appointed identity monitoring
service, notifying me that my social security number, email address, or other information may have been
used by an unauthorized party or service.

I went on to practice law on three continents, focused on the data protection and privacy
challenges raised by new and advanced technologies, with an emphasis on financial technologies
(fintech). As the Founder and CEO of the law and policy consultancy HACKYLAWYER, I have had the
opportunity to advise the World Bank, the U.K. Parliament, the European Commission, industry bodies,
startups, and a variety of international organizations and NGOs alike, on the intersection of data
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protection, blockchain, Al and digital identity. I am also working on a forthcoming book that touches on
many of these issues, including the future of digital identity.!

I am grateful for the opportunity to participate in a hearing on this important topic and delighted
to be joined by esteemed colleagues from organizations which I have actively participated in, including

the Better Identity Coalition and Women in Identity.

1. DIGITAL IDENTITY IS BECOMING CRITICAL INFRASTRUCTURE.

Digital identity is often defined as “a collection of electronically captured and stored identity
attributes that uniquely describe a [real] person within a given context and are used for electronic
transactions.”? In reality, it is a much more complicated concept with social, technical, political, and
economic dimensions.? As remote and in-person interactions and transactions increasingly have a digital
component, such as the use of a smartphone or other device, digital identity is becoming both more
ubiquitous and more complex across all dimensions.

As laid bare by the Covid-19 pandemic, we are increasingly reliant on digital tools and services
to interact and transact, whether for purposes of work, school, access to healthcare, banking, or
government services, and in nearly all aspects of our lives. Unlike when we interact or transact in
person, we have limited visibility into who or what is on the other end of a digital interaction or
transaction.

Critical infrastructure describes “the physical and cyber systems and assets that are so vital to
the United States that their incapacity or destruction would have a debilitating impact on our physical or
economic security or public health or safety.”* Information and ccommunications technology (ICT),
energy grids, transportation networks, and financial services are all critical infrastructure. As these
sectors are digitized, automated, and algorithmically and computationally manipulated, they increasingly
depend on secure digital identity.

Even before the pandemic, vulnerabilities in digital identity systems contributed to everything
from election interference® to high-profile ransomware attacks, cryptocurrency theft,® and network
outages, all by exploiting identity-related vulnerabilities. For example, the Colonial Pipeline attackers
were able to use a single compromised password to infiltrate a legacy virtual private network (VPN)
without multi-factor authentication (MFA) in place.”

! Elizabeth M. Renieris, A Future Beyond Data: A Human Approach to Digital Governance (MIT Press, 2023).
2 See “Mobile Identlty Enabling the Digital World 2020,” GSMA (First Ed. January 2020), available at https://www.gsma.com/identity/ rt-
bile-identity bling-the-digital 1d (hereinafter “GSMA Report™).
* Digital identity is a sociotechnical concept with political and economic dimensions. See José van Dijek and Bart Jacobs, “Electronic identity services as
hnical and pol 1 ic constructs,” New Media and Society, Vol. 22(5), 896-914 (2020), s://journals-sagepub-com.ezp-
prodl harvard.edu/doi/pdf/10.1177/1461444819872537.
4 “Critical Infrastructure Sectors,” Cybersecurity and Infrastructure Security Agency, hitps://www.cisa.gov/critical-i ucture-sectors.

* See Ellen Nal\:uluma and Shane Harris, “How the Russians hacked the DNC and passed its emails to WikiLeaks,” The Washington Post, July 13, 2018,
https://www.wask com/world/national ity/how-th ssians-hacked-the-d d-passed-its. ils-to-wikileaks/2018/07/13/af19a828-86¢3-
11e8-8553-a3¢e89036¢78 story.html.
¢ See, e.g., Ellen Nakashima, “U.S. accuses three North Koreans of conspiring to steal more than $1.3 billion in cash and cryptocurrency.” The Washington
Post, February 17, 2021, https://www.washi /national ity/north-korea-hackers-banks-theft/2021/02/17/3decf0dc-7129-11eb-93be-

¢10813e358a2 story.html.

7 See Stephanie Kelly & Jusswa Resmck ault “One password allowed hac,k::rs to dlsmpt Colonial Pipeline, CEO tells senators,” The Verge, June 8, 2021,
https://www.reuters. b 1 I tell ite-cyb s ised-ahead-hack-2021-06-08/.
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As we evolve into a world with the “internet in everything” with ever-more internet-of-things
(IoT) devices, sensors, networked technologies, and other connected systems, and as the digital becomes
the built environment, these vulnerabilities will exponentially increase.® Without secure, reliable, and
trustworthy digital identities for people, entities, and things, this new cyber-physical reality will subject
people and society to attacks, threatening individual safety and national security alike. In this way,
secure digital identity is becoming critical infrastructure.

At the same time, as dominant technology companies like Google, Apple, Facebook, Amazon,
and Microsoft pursue new revenue streams in healthcare, education, financial services, transportation,
and more—sectors that include critical infrastructure—the reach of their digital identity infrastructure
also expands correspondingly.!® These companies also exert direct control over the systems and tools
needed for digital identity services more generally. For example, with more than 99% of the global
market share for smartphone and mobile operating systems combined, Apple and Google’s recent
introduction of mobile digital identity wallets makes them dominant players in the digital identity space.

Privately owned and operated digital identity systems feature profit-maximizing business models
and are driven by commercial incentives that may threaten the privacy, security, and other fundamental
rights of individuals and communities.'! They also tend to incorporate new and advanced technologies,
such as AI, machine learning (ML), and blockchain, that are not well understood and often not subject to
sufficiently clear legal or governance frameworks. In order to engender trust, safety, and security in the
digital ecosystem, we need trustworthy, safe, and secure digital identity. And in order to engender trust,
safety, and security in our society, we need to deploy it ethically and responsibly.

2. THE FEDERAL GOVERNMENT MUST LEAD ON STANDARDS FOR DIGITAL ID.

Recognizing the growing importance of digital identity as critical infrastructure and seeking to
reign in the power of large corporations over it, governments in other countries and jurisdictions,
including the European Union, United Kingdom, Canada, Australia, New Zealand, and elsewhere are
prioritizing efforts to design and build the infrastructure needed to support robust digital identity.!?

Not to be confused with mandatory national identity schemes linked to civil registration and vital
statistics (CRVS), these are instead digital-first identity solutions that provide a public infrastructure to
access digital products and services in the public and/or private sectors. For example, the European
Commission has stated, “A universally accepted public electronic identity (eID) is necessary for
consumers to have access to their data and securely use the products and services they want without
having to use unrelated platforms to do so and unnecessarily sharing personal data with them,”

® See Laura DeNardis, The Internet in Everything: Freedom and Security in a World with No OffSwztch (New Haven: Yale University Press, 2020).
? See, e.g., Elleen Donahoe, The Need for a Paradigm Shift on Digital Security,” Centre for Governance I L

" Mike Oreutt, “The radical idea hiding inside Facebook’s digtal currency proposal,” MIT Technology Revier, June 25, 2019,

. hnol. iew.com/2019/06/25/800/how-facebook ital-id m lel Prola]||\<k| Google
is bringing Electronic IDs to Android,” Venture Beat, May 9, 2019, https://venturebeat.com/2019/05/0f le-is-bringi ids-to-a ; Bobby
Allyn Apple 1Phones Can Soon Hold Your ID. Pmauv Experls Are On Edge,” NPR, June 12, 2021, https: 'w.npr.org/2021/06/12/1005624457/apple-

1d-your-id-privacy-experts
T See - Ldentity Crisis: What Digital Driver’s Licenses Could Mean for Privacy, Equm and Freedom,” A(,LU(May 2020),
hllps www.aclu.org/news/privacy-technol; digital-ids-might d-1ik 1d v

12 See Rob Laurence and Ewan Willars, “A Blueprint for National and International Oversight of Lhe Digital Idenm) Market,” Open Identity Exchange
(March 2020), https://canada-ca.github.io/PCTF-CCP/docs/RelatedPolicies/Blueprint-for-National 1-Oversight-of-the-Digital-Identity-Market-
March-2020.pdf.
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acknowledging the importance of providing an alternative to privacy-invasive options like “login with
Facebook/Google.”13

Even as we have hundreds of frameworks for ethical Al principles,'* we lack any for digital
identity systems in particular. In order to remain competitive globally, avoid enclosure of the public
sphere through privately owned and operated digital identity infrastructure, and protect the civil and
human rights of Americans, the federal government must take the lead in shaping technical, commercial,
legal, and ethical standards for the design, development, and deployment of digital identity systems as
critical infrastructure. The Improving Digital Identity Act is a good first step in that direction.!®

Such standards must not only include best practices with respect to the privacy and security of
data, but also measures for fairness, transparency, and accountability on the part of entities and
organizations designing and deploying the technology, strong enforcement and oversight mechanisms,
and adequate remedies and redress for the people impacted. They must also address power asymmetries,
the risks of exclusion and discrimination, and specifically address the use of Al, blockchain, and other
emerging technologies, by bringing a wide array of voices to the drafting table.

3. DIGITAL ID STANDARDS MUST ADDRESS EMERGING TECHNOLOGIES.
AIML in digital identity

Emerging technologies such as AI and blockchain are increasingly used in the context of digital
identity and access management (IAM), including for identity verification (IDV) and
authentication. Verification (or proofing) is typically a one-time process used to onboard a customer
or create an account for an individual by linking a unique individual to an identity document or identity
information. Authentication is typically a recurring process by which to determine that a previously
verified individual is who they say they are on the basis of one or more factors of authentication.

Low assurance environments, like logging into a social media account, may require simple login
credentials, such as a username and password. Where more assurance is required, such as accessing a
benefits portal, two or more factors may be required, such as login credentials and a code sent to a
verified phone number associated with the account. Even higher assurance environments, such as
financial services, may require biometrics such as a fingerprint, face, or voice, or (increasingly)
behavioral biometrics,'® many of which are known to exhibit both racial and gender bias.!”

Al and ML systems are frequently used to process biometrics for IAM. For example, remote, Al-
powered IDV through the use of biometric facial verification allows individuals to prove their identity
by providing an image of their identity documents (e.g., a driver’s license or passport) and a live picture
or video of their face. Machine learning models are then used to determine the likelihood that those

13 See “Shaping Europe’s Digital Future,” Ce from the C ission to The European Parliament, The Council, The European Economic and
Social Committee and The Commitiee of the Regions, COM(2020) 67 Final (February 19, 2020), hitps://ec.europa.eu/info/sites/defaul /fil ication-
shaping-europes-digital-future-feb2020 en 3.pdf.

14 See Jessica Fjeld and Adam Nagy, “Principled Artificial Intelligence: Mapping Consensus in Ethical and Rights-Based Approaches to Principles for AL”
Berkman Klein Center for Internet & Society, January 15, 2020, https://cyber.harvard.edu/publication/2020/principled-ai.

1S Improving Digital Identity Act of 2021, HLR. [ ], 116" Congress (2021),

https:/foster.house. gov/sites/foster.house. gov/files/Digital%20Identity %20Act%200f%202020%20%28FOSTER 065 xm1%29.pdf.

16 See GSMA Report, supra note 2.
17 See Joan Palmiter Bajorek, “Voice Recognition Still Has Significant Gender Biases,” Harvard Business Review, May 10, 2019,

https:/hbr.org/2019/05 voice-recognition-still-1 i d-gender-biases,
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documents are authentic by extracting data from the document and attempting to detect any digital or
other manipulations of the photo, such as changes to the name or date of birth. Once the identity
document is determined to be authentic, the model is then used to perform a biometric-based facial
similarity check to determine whether the facial image on the document matches the face in the selfie
or live video of the individual presenting it. If the document is genuine and the faces match, the person
passes the IDV check. Machine learning is meant to take these inputs and produce an output at a level
that is as good as or better than a human check.'®

In order to be reliable and accurate, Al-powered digital identity solutions require a lot of data—
typically sensitive, personal data such as facial images and other biometrics. A training set of millions of
images of faces is required for facial similarity models, which are only as good as the training data and
require continuous monitoring and correction.!® Mistakes in Al used for IDV can lead to significant
consequences, such as the denial of access to services, especially when there is no analog or physical
alternative, which is increasingly the case. This challenges core data protection and privacy principles
such as data minimization, purpose and use limitations, storage limitations, and data integrity and
quality principles, among others, while introducing new risks of bias, discrimination, and exclusion.?

While we tend to focus on the data privacy and security features of a specific Al-powered ID
tool, we often ignore the privacy and security implications for people whose personal data and faces
were used to build and train those tools and models in the first place. This creates an asymmetry
between the privacy of individuals used as inputs for the Al and the beneficiaries of any tools that
incorporate it. Moreover, as a result of complex supply chains of personal data use, the entities
designing and building Al-based identity solutions are often not the ones using or deploying them.
Without a direct relationship to the companies designing and building these tools, the chain of
responsibility and accountability for privacy and security often breaks down, leaving individuals with
limited visibility, control, or recourse over how their information is used.?! This challenges core data
protection and privacy principles, including fairness, transparency, and accountability, among others.

Blockchain/DLT in digital identity

Blockchain or DLT is also increasingly being used for IAM activities, including remote IDV and
authentication. DLT is a record of transactions that exists and is simultaneously updated on every
computer in a network. A blockchain is a subset of DLT in which “blocks” of transactions are
cryptographically linked together in a tamper-proof, immutable, append-only record. Communities
within standards organizations, such as the World Wide Web Consortium (W3C)?? and Decentralized
Identify Foundation (DIF),?* and other standards-adjacent groups are working on developing technical
standards for blockchain-enabled decentralized identity, sometimes also referred to as self-sovereign
identity (SSI).

18 See Neal Cohen, “The Ethical Use of Personal Data to Build AI Technologies: A Case Study on Remote Biometric Identity Verification,” Carr Center
Discussion Paper (April 2020), https://carrcenter.hks.harvard.edu/files/cchr/files/200228 ccdp neal cohen.pdf.
19 See, e.g., Omkar M. Parkhi, Andrea Vedaldi, and Andrew Zisserman, Deep Face Recognition, University of Oxford (2015),

s://www.robots.ox.ac.uk/ /publicati /2015/Parkhil 5/parkhil5.pdf.
_“Big Data: A Tool for Inclusion or Exclusion: Understanding the Issues,” Federal Trade Commission (January 2016),
w.ftc.gov/system/files/d reports/big-data-tool-inclusi lusi derstanding-issues/160106big-data-rpt.pdf.
2T This complexity is often compounded by the practice of “white-labeling” or making a technol
company making the service available.
22 W3C DID Working Group, https:/www.w3.0rg/2019/did-wg/.
 Decentralized Identity Foundation, https:/identity.foundation.

appear as though it was built and operated by the
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While the technical specifications are complex and constantly evolving, the basic idea is to use a
blockchain or distributed ledger as an authoritative record by which to track and prove ownership over
one or more decentralized identifiers (DIDs) through the use of decentralized public key infrastructure
(DPKI). These DIDs are then used to manage the exchange of cryptographically verifiable digital
credentials consisting of one or more claims about an individual, known as verifiable credentials
(VCs).2* An entity known as an issuer can create or “issue” a VC about an individual (who is the
subject of that VC) to a holder, who will “hold” or store the VC in a mobile or web-based digital
wallet.?’ Through these wallets (and corresponding wallet software), individuals can use DIDs to
establish and manage connections to other individuals and entities, and present VCs to entities who rely
on them, known as verifiers.

At its core, blockchain is an accounting technology. It is a transparent, auditable, traceable, and
permanent record of transactions, which makes it a popular technology for cryptocurrency and supply
chain management.?® But these same properties make it a high-risk technology to use in connection with
personal identity management—ablockchain is anything but private by design. Conceptually, blockchain
remains difficult (if not impossible) to reconcile with core data protection principles such as data
minimization (by automatically replicating data across all nodes in a network), storage limitation (by
indefinitely storing data), and certain rights related to erasure or the restriction of processing (due to its
immutable nature), among others.?’

To resolve these tensions, blockchain-based identity management relies heavily on various
methods of pseudonymization, anonymization, and encryption, particularly for transactional metadata
stored on the ledger. Even as new and innovative technical solutions are employed to pseudonymize or
anonymize transactional data stored on a distributed ledger, we have countless examples of how
inadequate pseudonymization and anonymization techniques can be and how even aggregated,
anonymous data can put people and national interests at risk.?® And even before quantum computing
breaks modern encryption,? metadata is also increasingly capable of identifying individuals as it gets
combined and cross-referenced with other data.

Finally, most blockchain networks still struggle with speed, reliability, and availability.3° In fact,
rather than eliminating single points of failure (as is typically alleged by technology promoters), the
blockchain or ledger itself can become an even more pronounced single point of failure in a digital ID
system (e.g., if the network is down or transactions cannot be processed, the entire system could
malfunction or fail). This is highly problematic from the perspective of digital identity as critical
infrastructure.

24 See “Verifiable Credentials Data Model 1.0: Expressing verifiable information on the Web,” IW3C Recommendation (November 19, 2019),

hitps://www.w3.0rg/ TR /ve-data-model/#dfn-verifiable-credentials.
5 The subject and holder may or may not be the same individual. In fact, proving that the holder of a credential s that subject of that credential is one of the
biggest unsolved chall of the d lized or self-sovereign approach to digital identity.

261t is also the backbone of China’s central bank digital currency (CBDC), which is legitimately raising concerns about privacy and surveillance. See, e.g.,
Akram Keram, “Chma wants to take the entire country cashless—and surveil its citizens even more closely.” The Washington Post, March 2, 2021,
https://www.wask pini 2021/03/02/china-digital rrency-surveill privacy/.

27 See Elizabeth M. Renieri: "Forgel erasure: why blockchain is really incompatible with the ()DPR Berkeman Klein Center for Internet & Society,

S ber 23, 2019, https: com/berkman-klein-center/forget-erasure-why-block really-incompatible-with-the-gdpr-9f60374e90f3.

8 For example, the fitness tracking app Strava made headlines for revealing the location and activities of U.S. military personnel around clandestine bases in
Syria when it published anonymized heatmaps of popular running routes. See Zack Whittaker, “How Strava’s ‘anonymized’ fitness tracking data spilled
government secrets,” ZDNet, January 29, 2018, https://www.zdnet.com/article/strava-anonymized-fitness-tracking-data-government-opsec/.

» See Alek<ey K. Fedorov, Evgeniy O. Kiktenko, and Alexander I. Lvovsky, “Quantum computers put blockchain security at risk,” Nature, November 19,
2018, https:/www.nature.com/articles/d41586-018-07449-z.

3 See, e.g., David Floyd, “When Blockuhams Go Down: Why Crypto Omages Are on the Rise,” Coindesk, September 23, 2018,

https:/www.coindesk /when-blockchains-go-d thy-crypto-outz the-rise.
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4. WE NEED GUARDRAILS FOR THE USE OF DIGITAL ID SYSTEMS.

Despite the growing ubiquity and importance of digital identity in all facets of life, IAM
continues to be a highly technocratic field. Democratic processes and decision-making about the use of
emerging technologies for digital identity are often outsourced to technical standards bodies, the private
sector, and industry consortia. I have directly participated in many of these groups and I can assure you
that they lack all manner of diversity. They are overwhelmingly white, western, and male, and
dominated by a veneration for technical proficiency (defined as computer science and engineering
skills) over and above all other skills, including law and policy expertise. As a result, it can be difficult
for the designers and developers of these technologies to imagine or anticipate the risks to people and
communities. For example, there tends to be a vast divide between what technologists mean by privacy
in this context, as compared to how law and policymakers (or the public) think about it.

Privacy is a powerful concept rooted in constitutional and human rights law that has to do with
the inviolability of the individual and preventing unlawful interferences with the individual’s private
life. It is necessary for the exercise and enjoyment of other fundamental rights, including the freedom of
thought and conscience, for individual autonomy, and as protection against disparate treatment and
discrimination. Unfortunately, in my experience, the technical communities designing and building
digital identity standards and systems use the term privacy to refer to a kind of mathematical exercise in
secrecy and/or anonymity. Secrecy in the sense of withholding certain data points in a given interaction
or transaction, e.g., industry frequently gives the example of proving that someone is over 21 without
revealing their actual date of birth. And anonymity in the sense of the degree to which an individual is
identifiable or anonymous in a given digital interaction or transaction.>!

Moreover, digital identity providers often tout their use of zero knowledge proofs or other
privacy-enhancing technologies (PETs) in designing and building digital identity solutions. While
PETs can be helpful for achieving legal compliance as part of privacy by design efforts, many of these
technologies and methods remain untested and unproven at scale, while introducing levels of complexity
that can actually compromise their stated objectives.3? As digital identity becomes critical infrastructure,
we cannot view privacy through such a narrow, mathematical lens. Instead, we must consider the impact
of digital identity technologies as part of complex socio-technical systems with serious consequences for
individuals, communities, and society at large>*—repercussions that far exceed the scope of any narrow
technical specifications of a single app, tool, or service.

When viewed as part of socio-technical systems, attribute-based identity schemes such as
decentralized identity or SSI raise much broader concerns about equity, inclusion, and discrimination, as
well as privacy. For example, the data formats and schema used in these systems can determine whether
an attribute such as gender is expressed as a mere binary (i.e., male and female) without alternatives.
Moreover, when certain attributes are required or encoded, they run the risk of excluding individuals
without those attributes. Perhaps less obviously, the use of PETs and the appearance of privacy-
preserving design choices can make these systems appear less intrusive, which could make businesses,

31 There are also many reasons why an mdlvldual might want to share their data, reveal their identity, or otherwise be known in the context of a commercial
or dditionally, hiding might be a privilege that is unavailable to those whose access to services is conditioned on sharing
personal information or identity information. This is another reason why who is at the table building and shaping these tools and standards matters.

32 While they can be helpful for achieving legal li i hnologies (PETs) are no panacea and not without significant risks. See,
e.g.. Elizabeth Renieris, “Why PETs (privacy-enhancing leuhnologles) may not always be our friends,” Ada Lovelace Institute, April 29,2021,

lmps /www.adalovelaceinstitute.org/blog/privacy-ent t-always-our-friends/.

3 See van Dijck and Jacobs, supra note 3.
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governments, and other entities feel less restricted to request identity information in contexts where it
was previously unacceptable or unnecessary.>*

When we move through the physical world, we are rarely asked to identify ourselves. Presenting
a government-issued ID is the exception, reserved for high-risk situations like boarding an international
flight. But as the market for digital ID systems and solutions grows, and as everything from online to in-
person services increasingly has a digital component, we are at risk of flipping that paradigm and of
requiring people to identify themselves in all manner of settings and situations. Increasingly cheap,
efficient, and “seamless” forms of digital identity, such as contactless payments and palm scanning
technologies, could also create a fictious need for individuals to identify themselves in contexts where
such a need did not previously exist.** If we are not careful and deliberate about it, we might go from a
situation in which identity is the exception to one in which identity becomes the rule.

As I argue in a forthcoming book for MIT Press, just because the data in a system is private and
secure, does not mean that the people implicated by the system are protected. For example, just because
the data doesn't leave your phone, does not mean you cannot be controlled or manipulated through the
use of on-device machine learning algorithms and other computational processes.>® Reducing the risks
of ID systems to questions of mere data security and privacy does little to protect the rights of people. In
fact, it can create a false sense of safety and security that actually puts people at heightened risk.
Existing legal frameworks are ill-equipped to address these challenges. To avoid the erosion of privacy
through persistent and ubiquitous identification,?” we will also need to articulate and implement clear
guardrails around the use of these systems, including when and why identity can be required.>®

5. WE NEED A PUBLIC OPTION THAT IS NOT DRIVEN BY PROFIT MAXIMIZATION.

Right now, there are few commercial incentives around the use of your physical, government-
issued identity documents. In general, no one knows when you use them or gets paid when you do (e.g.,
the DMV isn’t typically notified or paid when you use your license to purchase alcohol). In contrast,
digital identity schemes typically have commercial and technical incentives that are very different from
in-person, manual processes. The use of emerging technologies for digital identity management risks
transforming identity from something relational (established in the context of government to citizen, or
business to customer) into something fransactional—turning identity into a commodity.

In fact, digital identity is big business and growing bigger every day. The global market for IAM
is expected to reach $29.79 billion by 20273 while the global IDV market is expected to reach $17.8
billion by 2026.% Cloud-based authentication or identity as a service (IDaaS) offerings based on AI/ML

34 See Merel Koning, et al, “The ABC of ABC: An Analysis of Attribute-Based Credentials in the Light of Data Protection, Privacy and Identity,” Internet,
Law & Politics: A Decade of Transformation (July 2014), 357-374, http://www.cs.ru.nl/~jhh/publications/abc-of-abes.pdf.

35 See, e.g., James Vincent, “Amazon’s palm reading starts at the grocery store, but it could be so much bigger,” The Verge, October 1, 2020,
https://www.theverge.com/2020/10/1/21496673/amazon-one-palm-reading-vein- ition-payments-identity-verification.

5 See, e.g., Michael Veale, “Privacy is not the problem with lhe App]e Gnogle contact-tracing toolkit,” The Guardian, July 1, 2020,

https://www.tt dian.com/ isfree/2020/jul/01/appl 1tz tech-giant-digital-rights.

37 See “Annual Dlgnal Lecture 2020: The death 01 anonymity in the age of ldenmy 7 The ]\ anonal Archives (February 2, 2021)
https://media.nationalarchives.gov.uk/index.pk I-digital-lecture-2020-the-death-of- tl f-identity/

3% Akin to laws that limit the swiping or scanning of physical drivers licenses by retailers for specified purposes. See, ¢.g., John T. Cross, “Age Verification
in the 21" Century: Swiping Away Your Privacy,” 23 J. Marshall J. Computer & Info. L. 363 (2005).

3 See “Identity and Access M: Market by Comp . by Depl Model, by Application, Competitive undmpe by Geography and
Forecast,” Verified Market Research (November 2020) avallable at ]mps /[www.verifiedmark 3 /product/global-i

market: nd-forecast-to-2025/.

40 See “Global Identity Verification Market By Component, By Type, By Enterprise Size, By Deployment Type, By End User, By Region, Industry Analysis
and Forecast, 2020 — 2026,” KBV Research (December 2020).
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is one of the fastest growing segments of the market.*! But just as we are learning the high price to
society of the targeted behavioral advertising-based business models that fuel social media and the
surveillance economy, we must examine the commercial incentives and revenue models behind digital
ID schemes.

While business models vary, digital identity products and services are typically either enterprise
grade (B2B) or consumer grade (B2C). For example, the entity building a remote, Al-based IDV tool is
typically a vendor to another company providing a product or service to end users. A common business
model in this B2B arrangement is a pay-per-verification scheme, whereby the Al vendor is
compensated per verification check (or per query or API call), or per user in a given time frame (e.g.,
one month) in the case of IDaa$S arrangements.*? Alternative subscriptions and volume-based pricing
models, as well as hybrid arrangements are also possible. Certain commercial arrangements, such as
pay-per-verification schemes, could incentivize the overuse of identity systems and even undermine the
technical features designed to promote privacy.*

Coming up with effective business models and commercial incentives for decentralized identity
has been one of the core hurdles to adoption of blockchain-based IAM.* For example, incentivizing
entities to undertake the investment to be able to issue digital credentials may require certain assurances
of recouping those costs and extracting value from those credentials. One common solution proposed for
this in the SSI context is to have the verifier pay the issuer of a credential for each verification. As with
Al-powered IDV, the verifier pay issuer scheme might incentivize overuse and compromise some of the
technical measures taken to protect privacy. Moreover, the digital wallet and other software components
that intermediate the use of credentials can make it challenging to compensate parties, while ensuring
they are blind to what an individual does with those credentials.

Finally, leaving access to critical digital identity infrastructure to the private sector risks turning
safe, secure, and trustworthy digital identity into a luxury good, as has been the case with privacy.* For
people without access to or the ability to pay for certain technologies, such as the latest smartphone, the
growing ubiquity of digital identity could drive increasing exclusion. And for people with access, it may
increase their risk of being surveilled, controlled, and manipulated. To prevent exclusion and avoid
predatory inclusion, the government also must ensure the availability of a public option that is shaped by
civic and democratic values over and above commercial profit motives.

6. WE MUST PREVENT DIGITAL ID FROM BECOMING A TOOL FOR SURVEILLANCE.

Finally, we must avoid building digital identity systems and infrastructure in a way that further
expands and entrenches the surveillance state, as do the national identity systems in India or China.*
Under no circumstances should we think about digital identity as a mandatory, biometric-based national

“ See “$6.5 Bn Identity as a Service Market — Global Forecast to 2024,” PR A ber 23, 2019, https://Www.prnewswi rels -
identit service-market---global-fc 5t-1 2024--'500923095 html.

2 See e.g.. “Pricing,” iDenfy, hitps://www.idenfy.com/identity-verifica C

3 For g.)mmplc where a company pays an IDV provider on a pay-per-verification basls and fails to keep personal data separate from billing-related data, this

could compromise the privacy and security of data subjects. This is also true with respect to certain decentralized identity solutions and wallet providers that

purport to avoid the “phone home” problem at a technical level, while enabling it at a business level.

# See, e.g., SST Ambassador, “The growth factors of self-sovereign identity,” Medium, April 13, 2020, https:/ssi-amt dor.medium.com/the-growth-
factors-of-self-sovereign-identity-33aa3cel7ce7.

¥ See Adam Clark Estes, “Apple’s Newest Luxury Product is Privacy,” Gizmodo, June 4, 2019, https://gizmodo. /apples st-luxury-product-is
privacy-1835233518.

¢ See, e.g., Nikhil Pahwa, “Thought China was gemng all Bxg Brother? India’s not far behind,” Wired, September 26, 2018,

https://www.wired.co.uk/article/india-aadh t 1 I rt.
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identity scheme, or as an avenue for social credit scoring our citizens. For public schemes, we should
avoid the use of a single, centrally-issued, all-purpose, unique identifier for individuals that can be
linked across contexts from employment, to education, healthcare, banking, and more.

While we should of course leverage PETs and aim for privacy and data protection by design and
default in our digital identity infrastructure, we should not rely on technological solutions alone to
address questions of privacy, security, equity, access, and inclusion because identity is inherently
sociotechnical. We must also consider the nature of emerging technologies used in digital ID systems, as
well as the commercial incentives and impact of business models implicated.

In addition to building consensus around technical, legal, commercial, and ethical standards for
digital identity, we also need to articulate and implement concrete guardrails around the use of identity,
whether public or private, including when and how ID can be required. Just as privacy is contextual, we
must be able to calibrate our use of digital identity infrastructure, depending on the context and
circumstances of a given interaction or transaction, as we do in the physical world.

While safe, secure, and trustworthy identity is critical to instill confidence in an increasingly
digital world, we must reject the notion that simply using a digital technology or tool should require us

to identify ourselves.

CONCLUSION AND RECOMMENDATIONS FOR CONGRESS

In summary, I would make the following recommendations to Congress when thinking about
digital identity policy:

1. We must recognize that digital identity is becoming critical infrastructare, as other countries
have acknowledged.

2. While industry is racing ahead, the federal government must lead to create standards for safe,
secure, and trustworthy digital identity. The Improving Digital Identity Act is a good first step in
that direction.

3. Those standards must address specific challenges associated with new and emerging
technologies used in these ID systems, such as AI/ML and blockchain/DLT.

4. Regardless of the technologies leveraged, we need guardrails around the use of these ID
systems, including when and why ID can be required.

5. We must ensure a public option (akin to the eID in Europe), that is not subject to the same
commercial incentives as private digital identity schemes.

6. We must get it right so that digital identity does not become yet another enabler of surveillance
and control.

Once again, T appreciate the opportunity to appear before the Task Force and share my
perspectives. I look forward to answering any questions you may have.

10
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Chair Bill Foster and members of the Task Force:

We are writing today on behalf of the Verifiable Credentials Policy Committee of the Blockchain
Advocacy Coalition. Similar to other state-level, grassroots organizations, we are a collection of
businesses and identity experts who specialize in verifiable credentials and distributed ledger
technology. We will limit our comments to the future of digital identity frameworks, the future
of interoperability requirements and standards, and how emerging technologies such as
distributed ledger technology could contribute to building a secure and effective digital
ID.

Like several other organizations submitting comments for the record, the Blockchain Advocacy
Coalition believes an open standard, called Verifiable Credentials (VCs), as defined by the
World Wide Web Consortium (W3C) can serve as the basis of a secure, private and effective
digital ID system. This standard was developed by consensus-driven open processes that are
publicly observable and subject to public review by any interested party. This standard is at the
heart of the discussion and we will center our comments on it but it is worth noting there are
many other standards, such as Decentralized Identifiers (DIDs), DID Communications
(DIDComm), Linked Data Signature Credentials (JSON-LD), Presentation Exchange, etc. that
complement VCs to shape out a complete ecosystem.

Many of these standards were developed with the support of the United States Government and
continue to be supported in the Department of Homeland Security (DHS) Science and
Technology Directorate Silicon Valley Innovation Program (SVIP)[1], which has been investing in
products that use the standards and complete a testing regimen to demonstrate that they are
interoperable. In addition, the US Citizenship and Immigration Services (USCIS) is planning on
issuing digital Permanent Resident Cards (also known as “green cards”) using this technology.
The Department of Education is investing in the development of a universal learner wallet that
will hold Verifiable Credentials from training and courses from a range of institutions including
the military, businesses, colleges, universities, and K-12 schools.

Verifiable Credentials were developed from a digital-first perspective and designed to serve a
broad range of use-cases for one entity to assert claims about another. This means it has a very
broad expressive capacity and can be adapted by many different business, organizational and
government entities.

What is wrong with the earlier digital identity architectures?
You are probably familiar with the legacy architecture as it exists on the internet today via

“login-with” features, such as “Login with Google/Facebook/etc”. This system is so pervasive on
the web that the world’s largest technology companies have become the default intermediaries
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for people’s digital selves. In practice, this position as identity intermediary grants these
companies a broad set of rights to observe and monetize an individual’s online activity in ways
that could exploit the user. There is mounting evidence that this architecture is disempowering
to individual users, and gives those large “identity providers” too much power over people’s
digital selves. It also creates a vendor lock-in for their services that only exacerbates their
potentially monopolistic power.

This legacy pattern is similar to architectures like those proposed by ISO 18013f for mobile
drivers licences (mDLs) which is currently being considered by the American Association of
Motor Vehicle Administrators (AAMVA). This proposed standard, largely developed with AAMVA
participation, creates a centralized, digital intermediary architecture that requires the mDL
holder to continuously validate their identity with the mDL identity service provider. This
effectively creates a digital trail of “breadcrumbs” where a person who uses their ID potentially
exposes every activity to government servers and records. While this approach is familiar to
practitioners, and by extension popular, we believe it's adoption would extend the proliferation of
an obsolete technical infrastructure requiring unnecessary costs in the future.

These privacy concerns are one of the reasons governments including Canada and its
Provinces, the US Government, and members of the European Union (especially Germany and
The Netherlands)are active in developing standards, industry consortia, and building products
with verifiable credentials technology.

How Verifiable Credential digital identity architecture is different than the legacy

Verifiable Credentials have privacy enhancing capabilities that are in alignment with the legal
frameworks and ethical values of these governments because digital identity is considered an
inherent right of the citizen, including the rights to consent before sharing their identity and
revoke it at their discretion. The EU’s recent announcement [2] about a digital wallet initiative
has potential political traction, in part because it provides an open standards path away from the
market control (via identity control) that is dominated by the proprietary technologies of the
major technology companies today.

Verifiable Credentials are an innovation in identity technology that means the identity provider
becomes a credential issuer and the verifier, the entity formerly known as the relying party,
becomes a credential verifier. Though verifiable credentials often use blockchain or
distributed ledger technology, AT NO POINT is personal information recorded on the
blockchain. The individual holder of the credential is the pivot point of connection and
integration - not the state, private company, or other third party service provider. An individual is
issued (or self-generates) a verifiable credential that they hold and then share a verifiable
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presentation with any verifier they choose without surveillance. The verifier checks the
cryptographic signatures and ensures validity of the credential and that it came from the issuer.
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In the two years since the specification was completed, a particular flavor of this standard has
emerged [3] that supports a selective disclosure, a privacy enhancing technology that gives
individuals the capacity to share a subset of attributes on any credential. For example if a
person only needs to share their year of birth instead of all the attributes that were on the
credential signed by the issuer they can because each statement is separately signed by the
issuer.

California Verifiable Credentials Legislation

California’s state government has been exploring verifiable credentials. The
independent and industry expert-led Blockchain Working Group, which was established
under the Governor’s Government Operations Agency recommended several use cases
for this technology including: benefits distribution, DMV operations, and securing health
records.

The Blockchain Advocacy Coalition sponsored AB 2004 in 2020 which would have
confirmed that verified credentials are an acceptable form of test results and created a
working group to develop standards for their use.

For COVID-19 test results, verifiable credentials would work quite simply: a California
resident could get tested and request that the doctor send them a verifiable credential to
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confirm their result. The doctor could use a verifiable credential platform to send the
result, and the resident would most likely receive it on their smartphone as an electronic
barcode, also known as a QR code. They could then use that code to enter a salon,
workplace or anywhere they wish to share their test result.

Other Government Uses

Other governments have moved ahead with pilots to prove the promise of these technologies.
The UK National Health Service (NHS) has been issuing VCs to help medical professionals
prove validity of their licenses at hospitals, using the Sovrin Ledger. The British Columbia
Verifiable Organizations Network (VON) has issued registrations, permits and licenses for
10,000’s of companies in BC since 2019.

This committee should consider digital identity as a piece of the interoperable world of data and
privacy we have today. While pilots and individual use cases are effective for proof of concept,
we urge this committee to consider the implementation of a Trust Framework. A trust framework
would provide uniform and interoperable standards for the use of this technology across public
and private applications. It would avoid monopolies and vendor lock-in, and allow America’s
ecosystem of innovators to create solutions for tomorrow’s identity problems that afford greater
privacy to our citizens.

Thank you for your consideration.
Best,

Ally Medina, Director Blockchain Advocacy Coalition
Kaliya Young, Chair Verifiable Credentials Policy Committee
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[1] DHS Science and Technology Directorate Silicon Valley Innovation Program “Interoperability
Plugfest #2” VVC/DID Multi-Platform/Multi-Vendor Interoperability Showcase/Demo March 18,
2021
https://docs.google.com/presentation/d/1MeeP7vDXb9CpSBfjTybYbo8qJfrrbrXCSJaODkINe2k/e
dit#slide=id.p1

[2] Digital Identity for all Europeans by the European Commission
https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/european-digital-ide
ntity_en

[3] Verifiable Credential Flavors Explained, by Kaliya Young “Identity Woman” published by
Linux Foundaiton Public Health
https:/Avww.Ifph.io/wp-content/uploads/2021/02/Verifiable-Credentials-Flavors-Explained. pdf
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“TI Am Who I Say I Am: Verifying Identity while Preserving Privacy in the Digital Age”
Rev. Ben Roberts, Foundry United Methodist Church
July 16, 2021

Chairman Foster, Ranking Member Gonzalez, and members of the committee,

Thank you for the opportunity to submit a written statement on the topic of identity verification.
I write to express the experience and stories of the volunteers and clients of Foundry United
Methodist Church’s ID Ministry. The ID Ministry is a 20-year-old initiative of Foundry Church
that assists unhoused and low-income residents of Washington, D.C. and the immediate metro
region navigate and pay for critical documents as they seek to secure their Non-Driver’s IDs.

As the Task Force, Financial Services Committee, and tech and financial services community
seek to build strong policy and systems, my testimony is meant to service as a reminder that our
systems must remain accessible lest we repeat the mistakes of our current paper
credentialling systems.

Each week, ID Ministry volunteers and clients repeatedly experience barriers and roadblocks in
obtaining the vital documents they need to do things like apply for jobs, obtain housing, and
register their children for school. As you craft new policies and more secure systems, our hope is
that you give attention to the need for multiple routes of attainment, so that individuals —
particularly vulnerable ones — aren’t inadvertently kept out of the very systems with which
many are encouraging them to engage (e.g. banking).

Through ID Ministry, Foundry Church offers assistance to low-income and unhoused persons
who need help obtaining their Non-driver’s IDs or Birth Certificates. We are assisting
approximately 2,000 guests each year with an all-volunteer staff. Since the implementation of the
new Real ID standards, the process for obtaining an ID has become increasingly cumbersome
and often prohibitive for those who are starting from nothing.

If a person comes to Foundry and has no documentation, often due to it being stolen, lost, or
damaged, the process is as follows.

¢ Come to Foundry to work with our volunteers

* Get a medical record signed by a doctor

e Use that medical record to get a social security card (which is mailed),

o Use those records, with other documents, to get a birth certificate

e Take all of those, plus two proofs of residency and a check from Foundry, to the DMV
e The ID is then mailed, often within two weeks

e This process averages a month or more.

This is the process most people will face if they do not have access to a lawyer or case worker
who can fast track the process. Many of the people we see are without support, with no one able
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or willing to vouch for them. Usually, our guests have been working unsuccessfully for multiple
weeks — sometimes months — before finding us.

The cost for the ID and Birth Certificate in DC is $43 total ($23 for the certificate, though it
varies by state; $20 for the non-driver’s ID). Add that to the cost of transportation {consider a $5
round trip x 5 different stops = $25). This puts the cost to the individual at about $68. Now, add
to that the costs incurred by taking time off of work or obtaining child care to attend these
appointments.

Pandemic adjustments

For ID Ministry volunteers, the Covid-19 pandemic has meant limited in-person service. We
have tried to fill gaps by establishing a process for over-the-phone assistance and coaching.
Unfortunately, all guests must have case workers, which means we miss people who aren’t able
to take that step.

During the pandemic, the process of obtaining these documents became even longer, with more
mailings, increased delays, and longer waits for DMV appointments. To make matters worse,
there was no in-person service at DC Vital records, which lead to dramatic cost increases (65%
per birth certificate in DC). This same lack of in-person service existed at the Social Security
Office. Regardless of pandemic protocols, every delay and return trip for additional
documentation means lost wages, lost employment opportunities, lost housing
opportunities, and delays for enrolling in education opportunities.

Here are a few examples of what we see through our work. Names have been changed to protect
the identities of 1D Ministry clients.

Example Scenario 1: Occurred in 2021

“Jason” is a university student who is experiencing homelessness. He did not know either of his
parents growing up, and lived with an extended family member who passed away during his final
year of high school. Jason currently has a residence through his university housing, and was able
to obtain a verification letter from his school’s homeless liaison. The goal of Jason’s visit was to
get a DC ID so that he could open a bank account.

Currently, Jason cashes his employment checks at a check cashing store. His larger checks, such
as his 2020 stimulus check and a refund from his university, had remained uncashed as he was
scared to carry that much cash.

Jason came to ID Ministry with two proofs of DC residency: 1. his cell phone bill and 2. a letter
from his university proving that he lived on campus. Unfortunately, he was not able to prove his
social security number to the current system. Jason’s paystub from his employer only lists the
last four digits of his social security number. ID Ministry tried to assist him in getting a new
social security card, he didn’t have the credit history to complete the online prompts.
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When we called to inquire about the steps for mailing in an application for a social security card,
we were told to send in a birth certificate, a medical record, and the application. Jason actually
had his birth certificate — but it contained a typo in his first name. We called the Social Security
Office, and confirmed they also have the name “Jasoa” on file instead of “Jason,” and thus a
replacement social security card was not an available route to prove that he had a social security
number. We decided to wait until he received his 2020 W-2 from his employer. But when the W-
2 arrived, it also didn’t have the full social, just the last four digits. Jason called his employer to
see if it can be reissued with the full number, was told no for “security purposes.”

Since he was not converting a license from out of state, but instead getting a new one, there was
also a need to present a birth certificate. But the birth record also contained an error. So, even
with the documents on hand — proof of residency, letters from social workers, and letters from
the university — he still didn’t have the combination needed to obtain his documents. And since
the birth record contained an error, the documents on hand did not match his birth certificate on
record.

We were first contacted by Jason on January 3, 2021. He received his amended birth certificate
on June 3, 2021. It took nearly six months just getting him to a place where he could start the
process to amend his social security record. All the while, the primary goal of opening a bank
account went unfulfilled. Stimulus checks went uncashed until the last minute, and a large
percentage ended up with the check cashing store.

Other experiences from our clients:

1. “Mr. Lawrence:” Mr. Lawrence needed the birth certificate to get into sheltered senior
housing in DC." His birth certificate was not in the name he used all his life. He in New York
City to unwed parents, his mother’s name (Miles) was listed as his surname per NYC statute, but
he used his father’s name from infancy (Lawrence). All his records — school, employment, etc.
— were in the name Lawrence, so NYC wouldn’t issue his birth certificate in the name Miles.
Eventually, he had to go to DC court and have his name legally changed to Lawrence, then NYC
issued an amended birth certificate. This ended up being nearly a three-year process.

2. “Mr. Watts:” Mr. Watts needed birth certificate to obtain social services. Born in Georgia in
the 1960s, his birth took place at home and he never had a birth certificate as his mother was
turned away when she tried to register him. At the time, Georgia county clerks were allowed to
decide what births to register (Mr. Watts is Black). We were able to get Army records, VA
records, marriage records, genealogy records, and even school records, and eventually got
Georgia to issue a delayed birth certificate.

3. A woman has fled domestic violence with her two young children, with nothing but the
clothes on their backs. She needed to restore all their documents to get the kids into school, get a
job, get housing, and open a bank account.

' hittps://www.washingtonpost.com/lifestyle/magazine/what-happens-to-people-who-cant-prove-who-they~
are/2017/06/14/fc0aaca2-4215-11e7-adba-394ee67a7582_story html

)
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These cycles we see tend to rotate around the need to have one document to get another, layered
with slow transactional relationships born of crisis. These are not the ideal or average user
experience in mind when policies are made, but they’re real and prevalent, nonetheless.

You as policy writers and system developers have a massive task before you of trying to secure
data and authenticate and verify identities. My charge to you is to be intentional in your
development of these policies and systems, mindful of the harm that can arise by not
having reasonable insight into the ways people have to interact with these requirements for
identification.

Reliable digital identity process can likely overcome some challenges faced by our clients. Being
able to remotely prove one’s identity can eliminate extra trips our clients take, going back and
forth to brick-and-mortar agencies, but this benefit can be hampered by online fees. If there’s a
reliable recovery process, it can assist clients who see their paper documents destroyed by rain,
fire, theft, or lost while sleeping on the street or being caught in an eviction process.

The right processes could eliminate the need of clients to approach abusive partners or parents
who often restrict access to documents in their procession as a means of control or simply
because of the broken relationship. It could assist in the renewal or recovery process by speeding
up the timeline and eliminating waiting periods. Acts of investment can tackle some of the cost
associated with moving through the identity process. However, none of those things can happen
or help unless the policies and systems are built in such a way that people can successfully
complete it, even on their worst day.

As you work to craft policy, I remind you that these requirements become real barriers to
housing, employment, and education. For those of you also developing systems, remember that
the average user experience is just that — average. Those interfacing with systems in crisis
situations may not be large compared to our overall population, but they are in critical and often
desperate situations. If you fail to make systems that are nimble enough to handle the unexpected
or lack avenues of feedback, you will do unintentional harm.

All of you have power and agency to explore the unconsidered and become leaders in the
creation of socially conscious and more virtuous products and processes.

I sincerely extend an invitation to any who would like to come to Foundry United Methodist
Church to see the work of ID Ministry and better understand the challenges your neighbors are
facing as they attempt to navigate the broken system that’s been created.

In peace,

Rev. Ben Roberts

Associate Pastor

Director of Social Justice Ministries
Foundry United Methodist Church
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| am Chair of the Board of the Texas Blockchain Council and Chair of the TBC's Digital Identity
Committee. | have been notified that you are accepting written testimony for the upcoming
virtual hearing, "l Am Who | Say | Am: Verifying Identity while Preserving Privacy in the Digital
Age." Below please find my testimony.

What if each individual could be their own database? Let's imagine a world where, instead of
giant centralized databases storing millions of data points about millions of people, each
individual is a custodian of their own personal data, and they decide who gets access to that
data, for how long, and for what purpose. For example, instead of Facebook storing my data, |
store my data myself and lend it out to Facebook if | choose. Then, when | want to, | can revoke
Facebook's access to that data, and they are technically prevented from using it ever again.

If we can build such a world, then hackers will have a much more challenging assignment:
instead of hacking one centralized database that contains millions of people's personally-
identifiable information, they would have to hack millions of individual databases, one at a
time.

What would make hacking or improper use of personal data even more difficult? If knowing
one piece of information about someone couldn't "unlock™ any other information about that
person--for example, if you know my social security number, that doesn't give you any special
access to any other information about me. Instead of using identifying information, | get access
to my accounts through cryptographic verification of my own identity.

This world is not imaginary: it is being built right now by communities working on new technical
standards for verifiable credentials. These standards are creating a "private identity layer" for
the World Wide Web--enabling people to own their data and protect it against unauthorized
and malicious use.

These new digital identity standards employ advanced cryptography and blockchain technology
to provide the highest level of certainty about identity--enabling me to prove that | really am
who | say | am--without divulging anything unnecessary about myself. This technology enables
me to prove all kinds of things--like my age, the school | graduated from, my birthdate, my
address--without revealing any more data than | absolutely need to, and without correlating
that data to any other data about me. Then, once I've proven | am who | say | am, | can revoke
access to that identity data.

The Federal Government has a role to play in ensuring that these new data standards be
adopted: it can set policy and write regulations that encourage the use of verifiable credentials
and adjacent technical standards. It can provide grants and other funding to organizations
building these standards. In procurement, it can write RFP requirements and prefer vendors
that use these open standards over those who use closed, proprietary identity verification
solutions.
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| am happy to answer any questions the House Financial Services Committee may have about
these new standards and how they will create more security, privacy, and peace of mind for
millions of Americans.

All my best,

Matalie Smolenski
Head of Business Development

Hyland Credentials
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The Honorable Bill Foster
Chairman, Task Force on Artificial Intelligence
House Committee on Financial Services

Dear Congressman Foster,

The Trust over IP (ToIP) Foundation thanks you for the opportunity to provide
comments for the record in support of the Task Force hearing, “Virtual Hearing - 1
Am Who I Say I Am: Verifying Identity while Preserving Privacy in the Digital
Age”

As you have previously heard in testimony to the Task Force, digital identity has
been not only increasingly convenient in today’s world, but offers the opportunity
to provide tremendous advancements in convenience and accessibility to online
services. However, verifying digital identity while preserving privacy has become
increasingly challenging, especially with artificial intelligence. To quote the
testimony of Ms Valerie Abend of Accenture, a ToIP founding member company,
“Simply put, identifying yourself online through passwords, usernames, and
security questions is no longer working.” These challenges serve as the basis for
the global focus on the use of digital identity standards such as verifiable
credentials (VCs) and decentralized identifiers (DIDs).

ToIP was launched in May 2020 as an independent project hosted by the Linux
Foundation. As such, TolIP itself is a relatively new contributor in the area of VCs,
DIDs, and decentralized digital trust infrastructure. Nevertheless, today TolP
members include over 240 leading companies, organizations and individual
contributors sharing expertise and defining standards and specifications to advance
a secure and privacy-preserving trust layer for the digital world. TolP members
bring extensive experience and expertise to the task of defining a complete
architecture for Internet-scale digital trust that combines cryptographic trust at the
machine layer with human trust at the business, legal, and social layers.
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In order to enable trusted transactions and relationships online, digital credentials
need to be grounded in governance frameworks that spell out the business, legal,
and technical rules under which they operate. This is how TolP proposes to move
beyond the mere technology of digital identity: by integrating governance as a
first-class component. We believe that applications that foster digital trust must
begin with a clear understanding of their business requirements, then move to
regulatory and policy requirements that are transparently communicated in
complete governance frameworks. Only at this stage—when the parameters for
creating real human trust are fully articulated—can the technology components be
selected to implement a successful solution in the market.

TolP aims to break from the thousands of siloed solutions for digital identity and
credential issuance that do not work with each other. This lack of interoperability
potentially costs billions of dollars per year in complicated and time-consuming
integration and hinders adoption by the very customers they purport to serve. Our
goal is to drive adoption of a new model for digital trust that is every bit as
interoperable as the physical wallets and paper or plastic credentials that we use
every day—to do everything from getting on a plane to entering a hospital to
signing a mortgage.

As these new tools emerge, they will become as essential to our digital lives as
browsers and email clients have become to the Web today. Interoperable solutions
are paramount for a vibrant digital marketplace where consumers are free to
choose the vendors and use the digital credentials they prefer. The goal of the ToIP
Foundation 1s to define a complete architecture that will do for interoperable
Internet-scale digital trust what the original Internet architecture did for
interoperable data exchange.

We believe this architecture—the TolP stack—can be an extremely useful
architectural and governance tool for the work of this Task Force, especially for
the preservation of privacy relative to digital identity and digital trust relationships.
We are happy to assist the Task Force in further explaining it in any way that will
be helpful.

Note that the Foundation’s mission is not to develop all of the standards or
components included in the TolP stack. Rather it is to specify how these elements
can be combined to fulfill the requirements of all four layers, integrating
technology and governance at each layer. The ToIP Foundation works closely with
other standards development organizations (SDOs), industry foundations, and
consortia to combine their open standards, architectures, and protocols into a
complete, consensus-driven and coherent stack for Internet-scale digital trust.
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For more complete background on the TolP Foundation and the TolP stack, please
refer to our founding whitepaper provided with this letter.

Thank you for your consideration,

John Jordan
Executive Director

The Trust over IP Foundation
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TESTIMONY OF SHAMSH HADI
CEO OF ZORROSIGN, INC.

BEFORE THE U.S. HOUSE COMMITTEE ON FINANCIAL SERVICES
TASK FORCE ON ARTIFICIAL INTELLIGENCE

HEARING ON “I AM WHO I SAY I AM: VERIFYING IDENTITY WHILE
PRESERVING PRIVACY IN THE DIGITAL AGE”

JULY 16, 2021

Chair Foster and Ranking Member Gonzalez — thank you for affording me the opportunity to
submit testimony to the Task Force on Artificial Intelligence as part of the Task Force’s hearing
on verifying identity while preserving privacy in the digital age. My name is Shamsh Hadi and I
am the CEO of ZorroSign, Inc. - a company based in Phoenix, AZ. ZorroSign is the pioneer of
electronic signature technology and the developer of ZorroSign DTM, a unified platform, a
complete Electronic Signature and Digital Transaction Management solution. ZorroSign’s unique
Document 4n6 (forensics) technology offers post-execution fraud detection and verification and
authentication of electronic signatures and documents using blockchain tokenization. Iam also

a founder member of the Association of Data and Cyber Governance (ADCG).

As the CEO of a company that lives and breathes consumer data privacy and security, I am
pleased to offer this testimony on how an emerging technology such as blockchain can and
should be an essential component to the ongoing efforts to create high quality and privacy-

preserving secure digital identity (ID).
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According to a paper issued in February of 2019 by the National Institute of Standards and
Technology (NIST Annual Manufacturing Series 300-6), “blockchain is a distributed storage
Sramework that is virtually tamper resistant, has a native synchronization-discrepancy-resistance

mechanism and is already highly praised in the financial world.”

In its simplest form, blockchain is a shared fixed ledger for recording transactions. The concept
of blockchain can and has been extended to have the highest levels of security and privacy
protecting the sensitive information and identities of authorized individuals in a network who

have permission to access the content stored in the ledger.

Blockehain is a digital record where all transactions are recorded in the order of occurrence and
where the next record is linked and related to the previous record. It is a continuous database of
records that can only be added to and never edited or deleted. In layman’s terms, blockchain

allows government agencies and businesses to secure and validate a digital asset, like a contract,

enabling the enforcement of ownership or authenticity.

The noteworthy characteristics of a blockchain are:

¢ Indelible: The most important and distinctive property of blockchain. Once a transaction
is written into a block, it can never be erased or modified by anyone, including the person
who wrote the transaction.

*  Globally Readable: Anyone who has permission to view the transaction can read what it
contains and everyone sees exactly the same content.

.
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e Accept Rules Based Rights: Any chosen party can write into the blockchain if it respects
the predetermined rules set out for that transaction.

e Strictly Ordered: There is no ambiguity of the transaction. The audit trail will clearly
show which block of data came first and which came second.

In its February 2019 paper, NIST noted that because blockchain “...is tamper resistant and the
blocks are timestamped, a blockchain is a robust solution to prove the existence of a specific
asset at a certain fime during the product lifecycle” and “a safe way to track both the existence

and ownership of a digital asset at a certain time.”

In addition to keeping track of and protecting Personally Identifiable Information (PI) or a
person’s digital identity, there are a plethora of practical applications of blockchain in the real

world:

*  Banking: Financial transactions from opening an account {o money transfers.
*  Health care: Medical records and drugs composition.

*  Real Estate: Track real estate transactions and tracking maintenance and upgrade of
properties.

¢ Supply Chain Management: Tracking food supply from “farm to dining table.”

e Contract management: Chain of Custody, Audit trail, and entitlement tracking.

¢ Retail: Protect consumers against issues of product authenticity. Using blockchain retail
consumer goods can be tracked, eliminating the risk of consumers receiving counterfeit
goods.

*  Electronic Voting: Voter registration, personal identity, and voting records.

*  Diamond Industry: Using immutable tamper proof digital ledger, record: color, carat,
certificate number (inscribed by laser on the crown or girdle of the stone), and origin in
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order to increase supply chain efficiency and eliminate conflict diamonds from market.
Makes it possible to track diamond from origin to consumer.

Please note that blockchain is NOT Bitcoin. Cryptocurrency like Bitcoin uses blockchain, but
they are not the same. Blockchain is not cryptocurrency or Bitcoin. Rather, Bitcoin uses

blockchain to secure transactions and publicly record them in a distributed ledger.

Blockchain is important because it has unique qualities that set it apart from other transaction
database management systems. Specifically, blockchain is being used today in private,
permissions-based decentralized systems that are secure, trusted and automated with bank grade
security. Ultimately, blockchain technology helps make digital transactions more secure, faster

and less expensive.

One of the conclusions of the February 2019 NIST paper was that “Due to ifs tampering
resistance, blockchain is an ideal candidate to record and secure data exchanges.” As someone
who has spent the better part of my career working on and with blockchain, I wholeheartedly

agree with NIST’s conclusion.

In terms of possible legislative action, the bill that Chair Foster introduced last month, HR.
4258, the Improving Digital Identity Act of 2021, represents an important step in the right
direction. Enactment of this bill into law will ensure that the United States remains a world

leader when it comes to online privacy and security. Indeed, the future of our economy depends

4
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on the U.S. government tackling this issue and doing everything possible to ensure that the

United States is on the cutting edge when it comes to digital identity verification services.

The Task Force may also want to consider ensuring that any legislation that sets national
standards for consumer user privacy and data security require that any business or government
entity that collects a consumer’s Personal Identifiable Information (PII) have in place systems,
products and services that ensure the privacy and security of that consumer’s personal

information and their data.

Such systems, products and services should prevent the unauthorized view/review, re-distribution

and modification of personal information, and to the greatest degree possible;

1) Utilize Digital Security Certificates that never expire;

2) Employ blockchain tokenization technology to tamper-seal and verify actual users
and authenticate documents and data, without the need for third-party authentication;

3) Ensure unbroken chain-of-custody of all consumer personal information and
documents;

4) Provide a clear audit trail for every transaction that includes consumer personal
information and/or documents;

5) Use a secure method of digital signatures if consumers are required to sign
documents.

6) Employ authentication and user identity verification that does not rely on password-
based log-in protocols, but instead employs biometrics or hardware tokens.

7) Replace password-based security verification with proof of identity via uniquely
identifiable methods such as knowledge-based authentication, one-time password

5.
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generator, Trusted device, hardware token, or the user’s biometric signature (e.g.
fingerprint, face, retina, etc.).

Any federal framework on data privacy that does not include the above requirements and
recommendations would fall short of what is needed to fully protect consumer data and ensure
the integrity of digital transactions — both in the public and private sectors. The thoughtful and
intentional employment of blockchain to safeguard personal data is one way to achieve the dual
goal of protecting consumers while at the same time preserving the economic and social benefits
of data. In my view, blockchain represents a viable solution for many of the challenges facing
both our country and the global community when it comes to digital identity, privacy and
combating identity theft. At the very least, blockchain needs to be one of several emerging
technologies that can and should be employed to better verify digital identity and preserve

privacy.

Thank you for your time and consideration. I would be happy to answer any questions the Task

Force members might have, either in person or in writing.

-6-
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NA‘ S Advancing Convenience & Fuel Retailing | convenience.org
o

July 15, 2021

The Honorable William Foster The Honorable Barry Loudermilk

Chairman Ranking Member

Artificial Intelligence Task Force Artificial Intelligence Task Force
Financial Services Committee Financial Services Committee

U.S. House of Representatives U.S. House of Representatives

2129 Rayburn House Office Bldg 2129 Rayburn House Office Bldg

Washington, DC 20515 Washington, DC 20515

Dear Chairman Foster and Ranking Member Loudermilk:

Thank you for holding a hearing on verifying identity and preserving privacy in the digital age. The
National Association of Convenience Stores (NACS) and its members have struggled with these topics for
years.

NACS is an international trade association representing the convenience industry with more than
1,500 retail and another 1,500 supplier companies as members, the majority of whom are based in the United
States. The industry employed about 2.34 million workers and generated more than $548.2 billion in total
sales in 2020, representing nearly 3 percent of U.S. gross domestic product. The industry processes more
than 160 million transactions every single day. That means about half of the U.S. population visits our
members on a daily basis. In fact, ninety-three percent of Americans live within 10 minutes of one of our
locations. The average time a customer spends in one of our stores is about three and one-half minutes and
the industry is focused on ensuring that the customer’s needs are met as efficiently as possible — saving them
time and money.

NACS has led efforts to restrict youth access to age-restricted products for the past half century:

e 1971: NACS introduced the c-store industry’s first age-verification training video

o 1985: NACS kicked off the national launch of “I.D. Please: It’s the Law” program to prevent sales
of alcohol to minors

e 19905: NACS was a founding member of the We Card program, providing employee training and
educational programs that prevent age-restricted product sales to minors and promote responsible
retailing, consistently driving down youth availability in retail. We Card is supporting NACS in its
effort to bring TruAge™ to market.

e 2010: NACS supported enactment of the Prevent All Cigarette Trafficking (PACT) Act, which
regulates the online sale and delivery of tobacco products and closed loopholes for minors to acquire
tobacco products

e 2020: NACS supported enactment of the Preventing Online Sales of E-Cigarettes to Children Act.
The law requires online e-cigarettes sellers to ensure delivery carriers verify the age of recipients
upon delivery.

The volume of transactions that the convenience store industry quickly processes is impressive; at
the same time stores also need to ensure that all sales are conducted legally and responsibly. About 50
1600 Duke Street | Alexandria VA 22314-3436 | 703.684.3600 office | 703.836.4564 fax
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percent of all transactions inside convenience stores (which don’t include fuel transactions) include an age-
restricted product like alcohol, tobacco, lottery tickets, and others. Convenience stores are leaders in age
verification: Convenience stores sell around 32 percent of all age-restricted items in the United States. With
that in mind, the industry has made it a priority to continually improve its ability to verify the age of
purchasers — and to do so while respecting and protecting their privacy.

The latest result of those industry efforts is TruAge™, a groundbreaking digital identification
solution that enhances current age-verification systems at retail points of sale and protects user privacy.
NACS worked with its standards-setting partner, Conexxus, and Digital Bazaar, a recognized leader in open
standard digital identity, to develop TruAge™. The system uses a customer’s date of birth and photo to
verify identity. When confirming age and identity, one-time-use tokens are placed on the customer’s mobile
device to confirm legal age to purchase age-restricted products. With payments and commerce going digital,
TruAge™ uses the technology to verify the age of purchasers of age-restricted products.

A standard driver’s license contains 33 separate lines of information that can be accessed in current
age verification practices. Importantly, TruAge™ only shares 4 of them: the user’s name, date of birth,
photo, and whether the ID is current or expired — none of this information can be used to identify the
consumer without access to the appropriate DMV data base. That makes it effective while minimizing
privacy and data security risks.

This allows for reliable verification of age while maximizing the protection of privacy and
minimizing any risk of data theft — a key societal challenge in the digital future. The system works for all
types of purchases from in-person transactions to those conducted on the Internet and via mobile apps.

And, TruAge™ is an open-standard age-verification solution. It is free to retailers, consumers and
point-of-sale providers. In our view, widespread consumer and business adoption is important to the value
and reliability of this solution. Therefore, all relevant intellectual property will be placed in the public
domain in order to remove barriers to adoption.

This is the model of what reliable verification systems that respect privacy can look like. By
describing it below, we hope that this provides the Committee with useful background that will help foster
public policy supporting this type of solution to everyone’s benefit.

How TruAge™ Works

There are a couple of different ways that age can be verified by the TruAge™ system. For example,

when a customer is purchasing an age-restricted product(s), the checkout process is similar to the traditional
carding approach, but faster, safer, and more reliable. What happens is:

1. After the cashier scans an age-restricted item, the point-of-sale system prompts for verification of
age — the system will not let the cashier proceed without a verification.

2. The cashier then scans the barcode on the back of the customer’s driver’s license and does a visual
check to ensure that the person making the purchase matches the ID.

3. Finally, the system confirms that the customer is old enough to make the purchase, sending a
randomly generated, single-use token that serves as validation of a verified age. It’s also a reference
for forensically determining “who” purchased the item. This is a safeguard built into the program in

1600 Duke Street | Alexandria VA 22314-3436 | 703.684.3600 office | 703.836.4564 fax
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the rare case that law enforcement needs to determine who made the purchase, and as a deterrent to
social sourcing to youth; the biggest contributor to underage use.

™

Alternatively, a store may have an app that integrates with TruAge'" or the store may use the

TruAge™ app. In these cases what happens is:
1. After the cashier scans an age-restricted item, the point-of-sale system prompts for verification.

2. The customer opens the app on their smartphone to unlock a single-use QR code for the cashier to
scan.

3. Finally, the system confirms that the customer is old enough to make the purchase, sending a
randomly generated, single-use token that serves as validation of a verified age.

4. This feature is also available for the consumer to use online, with TruAge compliant websites;
enabling a fast and cost-effective means to verify age for all mobile and online occasions.

TruAge™ incorporates emerging industry standards on identity championed by the World Wide Web
Consortium, Department of Homeland Security SVIP program, and other standards-setting bodies to assure
privacy while increasing reliability of age verification. Most importantly, it preserves the relationship
between the consumer and identity issuer without the risk of a private third party having to be involved,
therefore returning identity control to the consumer.

The system uses ID-validation and age-calculation procedures that are not available with a standard
ID card. The digital version of TruAge™ provides single-use digital tokens that eliminate all personal
information needed to verify age in any transaction—a capability that satisfies emerging privacy regulations
and reduces the risk of identity theft.

Protecting Privacy

TruAge™ has been designed with privacy in mind. The only personal information stored in the
database is a “token” (a randomly generated code) of a customer’s age. Because it is a token, it is useless to
anyone seeking to breach the system for user information. In addition, the customer’s driver’s license
number, issuing authority number, and birthdate are stored in an encrypted vault. This safeguard is built into
the system to verify a purchaser’s age, not who they are, should law enforcement require such a verification.
This vault is entirely separate from the database used to facilitate transactions at the retail point-of-sale.

Importantly, the system is built to identify age, not identity. Law enforcement could have access to
the information in the vault following an appropriate legal process, but that would be the only access to that
information as it would not be connected to the transactions at the time of the sale. This process is only
available under subpoena and requires the cooperation of the government issuer.

The system does provide the ability to keep information on the number of purchases in order to
comply with local laws that set maximum purchases of a product over a period of time. But, this too is done
with an anonymous token and age. Personally identifiable information is not tracked across purchases when
these limitations are put in place.

1600 Duke Street | Alexandria VA 22314-3436 | 703.684.3600 office | 703.836.4564 fax
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When using TruAge™, all personally identifiable information is eliminated from the transaction.

Data breaches involve hacking into one database that contains personally identifiable information. Under
this system, two separate databases would need to be compromised, p/us randomly-generated tokens would
need to be decrypted, plus a government database would need to be breeched to compromise a person’s
identity.

This program has been designed to comply with the most stringent existing and emerging consumer
privacy regulations such as the General Data Protection Regulation (GDPR), which regulates data protection
and privacy in the EU, and the California Consumer Privacy Act. The purpose of this program is to minimize
capture of personally identifiable information from the more than 30 distinct pieces of information that exist
on every driver’s license to simply sell an age-restricted product. The only information accessed answers
these three questions: 1) Is this a valid ID, 2) Does the customer look like the ID photo, and 3) Is the customer
of legal age to purchase the age-restricted product. The way this system is designed can be a model for other
use cases requiring different types of identity verification.

Status of the Program

TruAge™ is already being used and is demonstrating its success. It has been used in several stores
in West Virginia as an initial test and it has proven its interoperability with the new digital Permanent
Residence Card being developed by DHS/UCIS. There will be pilots conducted at stores in Texas in the
third quarter of this year with a wider launch of the program in the fourth quarter. The goal is for TruAge™
to be universally accepted at all physical and online retailers nationwide where age-restricted products are
sold. That will make the program more effective and more convenient for consumers.

* * *
The bottom line is that we have the technology to verify identity and protect privacy in the digital
age. The convenience industry is at the forefront of doing that in the retail market for age-restricted

purchases, but that system can serve as a model for other verification purposes and contexts. We look
forward to working with the Committee as it continues to examine these important questions.

Sincerely,

= / h

Doug Kantor
NACS General Counsel

1600 Duke Street | Alexandria VA 22314-3436 | 703.684.3600 office | 703.836.4564 fax
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