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HIJACKING OUR HEROES: 
EXPLOITING VETERANS THROUGH 

DISINFORMATION ON SOCIAL MEDIA 

WEDNESDAY, NOVEMBER 13, 2019 

COMMITTEE ON VETERANS’ AFFAIRS 
U.S. HOUSE OF REPRESENTATIVES 

Washington, DC. 
The committee met, pursuant to notice, at 2 p.m., in room 210, 

House Visitors Center, Hon. Mark Takano (chairman of the com-
mittee) presiding. 

Present: Representatives Takano, Brownley, Rice, Lamb, Levin, 
Brindisi, Pappas, Lee, Cunningham, Cisneros, Peterson, Allred, 
Roe, Bilirakis, Radewagen, Bost, Dunn, Bergman, Banks, Barr and 
Steube. 

OPENING STATEMENT OF MARK TAKANO, CHAIRMAN 

The CHAIRMAN. The hearing will come to order. Without objec-
tion the chair is authorized to declare a recess at any time. 

Today’s investigative hearing is entitled, ‘‘Hijacking our Heroes: 
Exploiting Veterans through Disinformation on Social Media.’’ 

Over the past 3 years there has been an increasing awareness 
of how foreign actors have sought to infiltrate and influence our 
elections. Manipulation of social media networks, a major source of 
news and information, has become a tool of influence. We are here 
today to consider how such foreign actors specifically target and 
take advantage of our veterans and veterans’ service organizations 
on social media. 

During today’s hearing we will hear about interest spoofing. 
Spoofing is defined as the act of disguising an electronic commu-
nication, such as email and text, from an unknown source and 
make the communication look like it is from a known, trusted 
source. 

This can happen either by creating a fraudulent account or by 
stealing a real account, and is one of the primary tactics by which 
foreign actors infiltrate social media networks. 

Spoofing includes the creation of fake social media accounts 
using a stolen photograph or name, thereby imitating an actual 
person in order to gain trust and credibility. In other words, some-
body may be looking at what they believe is a legitimate veterans’ 
service organization’s Facebook page or Twitter feed when, in re-
ality, a bad or fraudulent actor is masquerading as the real thing. 

Social media platforms like Facebook and Twitter have enormous 
reach through their millions of daily users. The steady growth of 
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internet access and mobile technology has made social media acces-
sible to most people around the world. However, that also means 
that dishonest individuals or even entities associated with foreign 
governments can now easily reach into unsuspecting American 
homes to spread disinformation. 

As a recent Senate intelligence committee report detailed, Rus-
sian efforts to infiltrate our social media networks actually in-
creased in the aftermath of the 2016 election, and are likely to con-
tinue to increase through 2020. 

Let me be clear. This issue has nothing to do with censoring cer-
tain political views or removing content based on partisan bias. 
This hearing is about impersonation and stealing veterans’ voices. 
Pretending to be a veteran for any reason is shameful, but it is es-
pecially shameful when such deception is used to spread 
disinformation. 

Veterans wield considerable influence in credibility in their com-
munities earned by virtue of their selfless sacrifice and service to 
our country. Whether in Riverside, California or Washington, DC, 
veterans are listened to because of their experience and sacrifice. 

That esteemed trust in our veterans is now being hijacked by for-
eign imposters online and used to spread harmful disinformation, 
political propaganda and fake news. Foreign actors are stealing 
veterans’ voices and images in order to influence political opinions 
heading into an election year. Unsuspecting citizens could have 
their political judgment swayed by foreign voices posing as Amer-
ican veterans. By impersonating veterans, these foreign actors are 
effectively eroding the hard-earned power and integrity of veterans’ 
voices. 

Social medial platforms play an important role in public dis-
course, and I continue to believe in protecting our freedoms of 
speech and innovation. There is a very real and growing problem 
here, and we need to determine how to strike the balance between 
shielding platforms from frivolous lawsuits and ensuring election 
security and sanctity of our veterans’ voices in civic discourse. The 
platforms themselves need to do more to eliminate the issue of 
internet spoofing, and if they do not, then Congress will need to 
step in more directly. 

Today we are going to hear from Kristofer Goldsmith rep-
resenting the Vietnam Veterans of America (VVA). In fact, the 
Vietnam Veterans of America itself was spoofed, leading Mr. Gold-
smith to conduct years of research into how veterans are targeted 
by foreign actors online. 

We will also hear—so, Mr. Goldsmith, welcome today. 
We also will hear about the magnitude and scope of the spoofing 

problem from a data scientist from Graphika, a firm specializing in 
the analysis of social media networks who has completed extensive 
research examining this issue. 

Finally, two of the most significant social media platforms, 
Facebook and Twitter, will tell us about their efforts to combat the 
growing problem of foreign actors spoofing on their networks. 

This hearing will explore some key questions. 
First, how extensive is the problem of veteran spoofing; what are 

the types of manipulation and how are veterans affected. 
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Second, are social media platforms doing enough to detect and 
remove bad actors; what more can the platforms do to prevent this 
manipulation, especially given the impending 2020 election. 

Finally, what role should the government have in ensuring that 
veterans and others are not harmed by the manipulation of social 
media networks; are the FBI and others in the law enforcement 
community performing a strong and appropriate role in ensuring 
that our Nation’s laws are followed. 

The issue of protecting our elections from foreign influence is one 
of critical importance to all Americans, and preserving the power 
of veterans’ voices should be of equal concern to us all. 

With that I would like to recognize ranking member, Dr. Roe, for 
5 minutes for any opening remarks that he may have. 

OPENING STATEMENT OF DAVID P. ROE, RANKING MEMBER 

Mr. ROE. Thank you, Mr. Chairman. 
This past Monday, November 11th, was Veterans’ Day. In our 

hectic world we sometimes fail to take the time to consider that we 
owe our freedom to those who have protected our freedoms. From 
1776 to today, Americans from all walks of life have answered the 
call to fight for and defend this Nation. 

One veteran I met Monday, last Friday, I mean, at Colonial 
Heights Middle School in Sullivan County, Tennessee, was one of 
the last 11 survivors of the torpedoing of the U.S. Indianapolis. I 
saw this gentleman in his mid–90’s who looked up at the screen 
and when they showed his ship and a tear came down his face and 
I saw, here is a man who spent 4 days in the water, if you have 
not read about the U.S.S. Indianapolis, and survived that terrible 
torpedoing to live a normal life, raise 6 children and basically help 
create the country that I was able to, along with many, many oth-
ers, that I was able to grow up in. 

I want to thank Mr. Smith for that and his family. 
The purpose of today’s hearing is to explore the misappropriation 

of veterans’ identifies, for the dissemination of fake news and polit-
ical propaganda, romance scams and commercial fraud. I will say 
that I am just glad my sweet mother is no longer around to read 
my Facebook page to find out how awful her son turned out. 

This is a complicated issue that can be and has been approached 
from several different angles in Congress. Our colleagues and other 
committees with different expertise than ours have focused on for-
eign influence through social media. I intend to use my time today 
to understand the extent to which the peddlers of propaganda and 
unscrupulous scammers target veterans and their families, and 
learn what they can do to defend themselves. 

We want to shed light on the issues impacting veterans, help 
them understand the risks associated with using social media, and 
direct them to resources to empower them to protect themselves 
and their families online. 

From our witnesses, I am interested in learning whether vet-
erans are at high risk for being targeted for propaganda and what 
veterans can do to identify propaganda. That was an issue raised 
in the Vietnam Veterans’ recent report which will be a topic of to-
day’s conversation. 
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Another issue raised in VVA’s report concerns romance scams, 
many of which, according to VVA, originate in West Africa. 

According to the 2017 American Association of Retired People 
(AARP) report that examined fraud targeting veterans, 28 percent 
of veterans surveyed reported being the target of a romance scam 
over the past 5 years, while 26 percent of non-veterans surveyed 
reported being targets of romance scams during the same period. 
In other words, there was no statistical difference between the 
rates of romance scams frauds between veterans and non-veterans. 

I am interested in whether our witnesses have studied the tar-
geting of veterans for romance scams on social media platforms and 
whether they have evidence that veterans are more or less targeted 
than non-veterans. 

The evidence is clear that veterans have their identity misappro-
priated and that they, like other social media users, could be tar-
gets for propaganda or scams. Therefore, I want to hear from our 
witnesses about what they believe their platform’s role is in pre-
venting the misappropriation of veterans’ identities and stopping 
propaganda and scams. 

Education outreach are the most effective means of protecting 
against financial exploitation. Therefore, we must empower vet-
erans with the information necessary to make an informed choice 
about whether the benefits of social media are worth the risks and 
to make them aware of available resources to protect themselves. 

It is my understanding that both Facebook and Twitter provide 
information and training on social media safety. I hope to hear 
more about how they are partnering with other private entities, in-
cluding the Veterans Service Organizations, to disseminate existing 
materials and new resources to their members, including veterans. 

I will conclude with this. No government agency or private entity 
can fully protect veterans from potentially malicious actors online 
or otherwise. Veterans must be their own shield and their own first 
line of defense. 

To veterans watching this hearing, please take a critical look at 
posts, news feeds and messages because not surprisingly not every-
thing online is true and accurate. If you are contacted by someone 
you do know or a company asking you for money or sensitive infor-
mation, take a moment to pick up the phone and call that person 
or company to verify that it was sent by them. 

With that, Mr. Chairman, I yield back. 
The CHAIRMAN. Thank you, Dr. Roe. 
I will now call on the panelists to present their testimony. 
First, Mr. Kristofer Goldsmith, Chief Investigator & Associate 

Director of Policy and Government Affairs of Vietnam Veterans of 
America. 

Welcome, Mr. Goldsmith, and you have 5 minutes. 

STATEMENT OF KRISTOFER GOLDSMITH 

Mr. GOLDSMITH. Good afternoon, Chairman Takano, Ranking 
Member Dr. Roe, and the distinguished members of this committee. 
We at Vietnam Veterans America and I personally are deeply 
grateful for your decision to hold this hearing, and for your commit-
ment to ensuring that America addresses foreign-borne cyber 
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threats against service members, veterans, our families and sur-
vivors. 

My name is Kristofer Goldsmith and I am the Chief Investigator 
and Associate Director for Policy and Government Affairs at VVA. 
I served with the Army’s 3rd Infantry Division as a forward ob-
server and deployed for a year to Sadr City, Baghdad in 2005. 

Many of you know me from my work on the issue of helping vet-
erans with bad paper discharges and for being the young guy rep-
resenting VVA as we joined with our Veteran Service Organization 
(VSO) partners to create and advocate for the passage of the For-
ever GI Bill. 

In an ideal world, these things would still be my primary focus 
here at VVA. 

VVA gave me the title of Chief Investigator out of necessity. I 
took on this additional role when VVA came to realize that we were 
facing a series of foreign-borne online imposters who were creating 
social media accounts and website that were meant to trick our 
members and supporters. These imposters were and still are using 
the name and brand of our congressionally chartered VSO to 
spread actual fake news that is meant to inflame national divi-
sions. 

Since beginning our investigation we have found and exposed 
election interference related to the 2020 Presidential campaign by 
these foreign entities. VVA has documented what we believe to be 
campaign finance fraud with well known Macedonian crooks trick-
ing followers of the Vets for Trump Political Action Committee’s 
(PAC’s) Facebook page into sending political donations overseas via 
Papal. 

These Macedonians had staged a hostile takeover of 2 pages 
originally owned by real American veterans and then used them to 
buildup xenophobic hatred against 4 women of color in congress, 
and then tie them, the women in congress, to democratic 2020 
Presidential candidates. 

They also used these pages to spread disinformation about elec-
tions in New York, my home State. Separately, we discovered a 
host of foreign entities from Eastern Europe and the Asian Pacific 
selling counterfeit merchandise featuring VVA’s trademark logo 
alongside racist political propaganda. 

We have found multiple entities from Russia, Ukraine, and Bul-
garia who were purporting to be VVA on Facebook, Twitter, 
Instagram, Google, and ReadIt. We have been tracking a bot net-
work on Twitter which finds and follows veteran advocates like my-
self and my colleagues behind me, and tries to blend in with the 
veterans’ community by retweeting official government accounts, 
veterans organizations and political organizations like the NRA. 

People who then follow these accounts get automated messages 
in broken English with suspicious links. 

We have discovered that Nigeria hosts a massive organized 
criminal empire which uses the names and photos of troops and 
veterans to lure Americans into romance scams. Because some of 
the names and photos are of troops killed in action, their gold star 
families are re-traumatized as their deceased loved ones continue 
to be used as bait for financial fraud. 
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Some of the victims whose names get used are your own col-
leagues, veterans who serve in Congress. In one example, Con-
gressman Lee Zeldin, a fellow Long Islander, had photos of him 
and his kids exploited to make it look like he was a widower in 
search of new love. 

We have done a close analysis of the infamous Russian ads that 
were released by the House Permanent Select Committee on Intel-
ligence. Among them were at least 113 ads directed at veterans or 
which used veterans as props in Russia’s mission to divide Ameri-
cans. 

Facebook’s microtargeting allowed these Russian entities to spe-
cifically target the followers of American Veterans (AMVETS), Dis-
abled American Veterans (DAV), Iraq and Afghanistan Veterans of 
America (IAVA), Paralyzed Veterans of America (PVA), VVA, 
Wounded Warrior Project, and a host of veterans organizations 
which operate on the political spectrum like Concerned Veterans of 
America and Vietnam Veterans Against the War. 

At least 2 of the ads on Facebook featured a friend of mine, an 
advocate for veterans and service dogs. Those of you who have been 
on this committee for a while knew Captain Luis Carlos Montalvan 
and his K9, Tuesday. Our friend died by suicide in December 2016, 
but he lives on as evidence in Russia’s insidious campaign against 
us. 

If the committee would indulge me for a moment, and I am ask-
ing you, the members, would those of you in the room who remem-
ber the reports from 2015 of the so-called Cyber Califate, an affil-
iate of ISIS, sending threatening messages to families, please raise 
your hand. 

Thank you. For the record, one person. 
Now those among you in this time rapid fire breaking news that 

has overwhelmed us all have—who has had the opportunity to read 
the follow up stories which revealed that these terroristic threats 
were actually made by Russian hackers who were pretending to be 
ISIS? 

No one. Exactly. 
It is important to note that the military families were not chosen 

at random. One was a reported at Military.com, the others were 
prominent members of the community of military and veteran ad-
vocates. 

I want to emphasize this point. Russian hackers, who were pre-
tending to be ISIS, sent terroristic threats to advocates and report-
ers who appear before or report about this committee. In a flurry 
of news, it seems like hardly anyone even knows that happened. 

We have detailed our findings in 191-page report that is sitting 
in front of you and it is publicly available at our website, VVA.org/ 
trollreport, which we encourage all of you to read. 

Thank you for inviting us to appear before the committee today. 
I welcome the opportunity to answer any questions you might have 
to pose. 

Thank you. 
[THE PREPARED STATEMENT OF KRISTOFER GOLDSMITH APPEARS IN THE APPENDIX] 

The CHAIRMAN. Thank you, Mr. Goldsmith. 
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Next is Dr. Vladimir Barash, Science Director of Graphika. Wel-
come, Mr. Barash. 5 minutes. 

STATEMENT OF DR. VLADIMIR BARASH 
Dr. BARASH. Thank you. 
Chairman Takano, Ranking Member Roe, and distinguished 

members of this committee, thank you for holding this hearing 
today. I am the Science Director of Graphika, a network analysis 
company that examines how ideas and influence spread online. 
This is a problem I have been working on for many years. 

My PhD dissertation at Cornell demonstrated how an idea can 
reach critical mass simply by gaining enough supporters in the 
right online communities, no matter how true or false it is. Even 
the most outlandish rumor that reaches critical mass will go viral 
and become extremely difficult to disprove. 

In the years since at Graphika I have had the opportunity to 
apply my research and studying a wide array of real disinformation 
campaigns including the work we did with our Oxford University 
colleagues for the Senate Select Committee on Intelligence, ana-
lyzing the Russian disinformation campaign surrounding the 2016 
U.S. Presidential election. 

These operations are rapidly evolving. Early campaigns we ob-
served and analyzed targeted individuals online at random using 
easily discoverable methods. Newer methods use sophisticated 
cyborg approaches that synergize large scale automated operations 
with precisely crafted disinformation injection and highjacking ef-
forts by human operators. 

The goal of these operations is not simply to go viral or to have 
a high Nielson score, so to speak, but rather to influence the beliefs 
and narratives of influential members of key American commu-
nities. 

The effects of these operations are not confined to the digital 
space. By targeting individuals directly and by leveraging social 
media to organize offline events, they seek to produce chaos and 
harm in the homes and streets of our country. 

These online campaigns have long targeted U.S. veterans and 
military service members. Foreign information operations against 
our men and women in uniform are a persistent threat ongoing 
since at least 2011. These operations have played out on social 
media, in the cyber domain, and on alternative websites and news 
media focused on the veterans’ community. These operations show 
no sign of stopping. A previous study demonstrates that informa-
tion operations by Russia’s internet research agency increased dra-
matically after the 2016 elections. Recent work has identified addi-
tional State actors, such as Iran, China and Saudi Arabia, using 
information operations to target communities and topics of interest. 

Information operations on social media exploit societal cleavages 
in U.S. veterans and military communities, and work to promote 
narratives that American democracy is irrevocably broken. Attacks 
against our troops in the cyber domain manifest as malware and 
fishing campaigns, for instance, targeting veterans looking for em-
ployment. 

The pairing of disinformation with cyber attacks demonstrates 
the sophistication of these operations which aim to manipulate our 
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veterans through multiple channels simultaneously and negate the 
utility of any single defense against their efforts. 

Information operations intersect with domestic hyper-partisan 
and conspiratorial content, both on the right and on the left. The 
structure of our own public sphere creates the cracks through 
which bad actors target us. Domestic conspiracy theory accounts 
act as perfect amplifiers for foreign disinformation content pushing 
it to a larger audience of Americans and situating it in a familiar 
context. 

Our findings so far aided by proactive detection and trans-
parency efforts by social media platforms in the last 2 years have 
shed light on the nature of information operations against our vet-
erans and military service members. As a scientist my inclination 
is also to highlight some of the key known unknowns of this topic. 

When it comes to the scope of operations, the data available so 
far allow for a piecemeal approach to a multifaceted problem. 
There are still data gaps in our understanding of the issue. When 
it comes to the impact of operations, we need to answer the crucial 
question of how follows, retweets, and page clicks translate to the 
changing of hearts and minds. 

What we do know, however, clearly demonstrates that we need 
a whole of society approach to protecting and supporting the com-
munities most targeted by foreign actors online. Only by acting in 
concert can we stop a concerted threat to the troops who have 
fought and still and always will fight for our freedom. 

[THE PREPARED STATEMENT OF DR. VLADIMIR BARASH APPEARS IN THE APPENDIX] 

The CHAIRMAN. Thank you, Dr. Barash, for your testimony. 
Mr. Kevin Kane, Public Policy Manager of Twitter, welcome, and 

you have 5 minutes for your testimony. 

STATEMENT OF KEVIN KANE 

Mr. KANE. Thank you, Mr. Chairman. 
Chairman Takano, Ranking Member Roe, and members of the 

committee, I am grateful for the opportunity to appear before you 
today to discuss how Twitter supports America’s veterans and 
works to mitigate bad actors from abusing our platform. 

Twitter facilitates and amplifies the voices of veterans, both on-
line and in our workforce. We see important conversations related 
to veterans’ issues play out on Twitter every day. Over the past 6 
months we have hosted more than 100 veterans for training in our 
offices. Just last week, in fact, we hosted the Student Veterans of 
America, in our office to teach them how to better leverage Twitter 
to support their important work. 

The commitment to Twitter’s efforts to support veterans’ causes 
and our employees with service backgrounds comes from the top, 
with our executives acting as model allies. It is not only a priority 
to get veterans in the door, but also to hire them at levels recog-
nizing the experience they gained while serving in uniform. 

Our commitment is not solely limited to hiring. Our business re-
source group for veterans and military families, Twitter Stripes, 
works each day to share the veteran community story, both inside 
our offices and out. This group delivers programming that helps 
our employees understand the pride and challenge of service. 
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We also have a close relationship with the U.S. Department of 
Veterans Affairs and advise the agency on best practices to lever-
age the power of Twitter to better serve veterans who are at risk 
for committing suicide. Among other efforts, we supported the VA’s 
suicide prevention campaign by badging the Be There hash tag 
with a custom emoji to elevate this important initiative on Twitter. 

We work each day to serve the public conversation and ensure 
all those who come to Twitter have a voice on the service. Over the 
last year, for example, we implemented dozens of product and pol-
icy changes to improve our ability to tackle the issues that under-
mine a healthy conversation, including abuse, harassment, mali-
cious automation, and inauthentic engagement. We rely on collabo-
rative partnerships with civil society, governments and researchers 
to better understand and address these challenges. 

I provided more detail in my written testimony, but will briefly 
outline some of the most important work we are doing to fight on-
line scams, combat coordinated manipulation, and provide trans-
parency about foreign State back influence operations. 

First, in regard to preventing scams, in September of this year 
we codified our prohibition against scam tactics. Under our policy, 
individuals using Twitter are prohibited from deceiving others into 
sending money or personal financial information via scam tactics, 
fishing or other fraudulent methods. Individuals may not create ac-
counts, post Tweets or send direct messages that solicit engage-
ment in such fraudulent schemes. 

Examples of these prohibited tactics include sending money or 
personal financial information by operating a fake account or by 
posing as a public figure or an organization, engaging in money 
flipping schemes, operating schemes that make discount offers to 
others where a fulfillment of the offers is paid for using stolen cred-
it cards, and posing as or implying affiliation with banks or other 
financial institutions to acquire personal financial information. 

On the issue of platform manipulation, we have made significant 
progress in our work. In fact, since January 2018 we have chal-
lenged more than 520 million accounts suspected of engaging in 
platform manipulation. To be clear, we define platform manipula-
tion as disrupting the public conversation by engaging in bulk, ag-
gressive or deceptive activity. 

Finally, we strive for transparency by providing a publicly acces-
sible archive of foreign State back influence operations. This ar-
chive currently contains more than 30 million tweets on accounts 
engaging in foreign influence operation originating in countries in-
cluding Russia, Iran, China among others. 

We made these accounts and their content available and search-
able so the public, governments and researchers can investigate, 
learn and build media literacy capabilities for the future. 

Information operations are not new and predate social media. 
They continue to adapt and change as the geopolitical terrain 
evolves worldwide and as new technologies emerge. 

We are committed to continue our work in understanding how 
bad faith actors use our service. 

In closing, our work on this issue is not done nor will it ever be. 
We continue to fight these threats while maintaining the integrity 
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of people’s experiences on Twitter and supporting the health of the 
conversation on the service. 

I appreciate the opportunity to share this work with the mem-
bers of this committee. 

Mr. Chairman, I would again like to thank you for calling this 
important hearing, and I look forward to your questions. 

[THE PREPARED STATEMENT OF KEVIN KANE APPEARS IN THE APPENDIX] 

The CHAIRMAN. Thank you, Mr. Kane. 
Mr. Nathaniel Gleicher, Head of Security Policy at Facebook, 

welcome, and you have 5 minutes for your opening statement. 

STATEMENT OF NATHANIEL GLEICHER 

Mr. GLEICHER. Thank you, Chairman. 
Chairman Takano, Ranking Member Roe, and members of the 

committee, thank you for the opportunity to appear before you 
today. 

My name is Nathaniel Gleicher and I am the Head of Security 
Policy at Facebook. My work is focused on identifying and merging 
threats and protecting our users from those threats. I have a back-
ground in computer science and law. Before coming to Facebook, I 
prosecuted cyber crime at the U.S. Department of Justice and built 
and defended computer networks. 

All of us at Facebook are incredibly grateful to our veterans for 
their service and for the sacrifices they and their families make. 
We are proud that thousands of veterans and active duty military 
members use the Facebook family of apps to stay connected and 
share with their friends and loved ones. 

Facebook is also proud to invest in the veteran community 
through our hiring and by supporting veterans at Facebook, by pro-
viding career development and job search tools for veterans and 
military families, and by offering training and mentoring programs 
for veteran entrepreneurs. 

Through initiatives like our military and veterans hub and our 
new partnership to advance veterans entrepreneurship, we offer a 
wide variety of resources to help veterans grow their businesses, 
develop new skills and find job opportunities, both here at 
Facebook and elsewhere. 

Facebook is designed to help bring communities together, and to 
do that in an authentic way. That is why we require people to con-
nect on Facebook using the name they go by in every day life. We 
don’t allow people to use fake accounts, artificially boost the popu-
larity of content or impersonate someone else. 

We recognize, however, that there are bad actors intent on mis-
using our platform, and some of those bad actors target individuals 
and groups that are considered trustworthy, like veterans. This can 
incur individually when a specific veteran is impersonated, such as 
in a romance scam, or organizationally when pages or groups are 
created to impersonate veteran related organizations, usually for fi-
nancial purposes, such as to sell merchandise or otherwise make 
money. 

Finally, we see foreign governments just distort veterans issues 
to sow division. This is less common than the previous two exam-
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ples of financially motivated fraud, but any amount of this type of 
deception is too much. 

Our efforts to stop this inauthentic behavior as well as other 
kinds of frauds and scams have four components. 

First, our expert investigators proactively hunt for and remove 
the most sophisticated threats. 

Second, we build technology to detect and automatically remove 
more common threats. 

Third, we provide transparency and reporting tools to give users 
context about who they are speaking to or following online, and to 
enable independent researchers and the press to conduct their own 
investigations and to expose bad behavior. 

Fourth, we work closely with civil society, researchers, govern-
ments and industry partners so they can flag issues that they see 
and we can work quickly to resolve them. 

Combining these 4 strategies allows us to pursue what we call 
adversarial design, continually adopting our platforms to make 
them more resistant to deception and more conducive to authen-
ticity. 

When it comes to scammers impersonating veterans on our plat-
form in particular, we are testing new detection capabilities to look 
for certain techniques these scammers use to target individuals 
such as veterans. These capabilities help us more quickly detect 
and remove scammer accounts, often before people even seem 
them. 

Unfortunately, impersonation is not limited to veterans or vet-
eran-related groups. That is why to root out and remove these bad 
actors we focus on patterns of behavior, the techniques and tactics 
these scammers rely on, not just content. This allows our approach 
to be flexible enough to combat impersonation of all kinds and 
means that our teams can bring insights from protecting other 
communities to make sure we are as effective as possible when pro-
tecting veterans. 

One form of transparency that has been particularly useful to 
helpful expose false veterans organizations run from overseas is 
giving our users more information about who is running a par-
ticular Facebook page or account and from what country. 

Partnerships are also essential in our work to protect veterans. 
We work with Veterans Services Organizations and others to edu-
cate the veterans community on how to handle impersonation and 
we have dedicated channels for the Department of Defense and 
others effected by impersonation to report to us. 

We know that we face motivated adversaries in this space and 
that we have to continually improve our approach to stay ahead. 
We are committed to doing just that. 

I appreciate the opportunity to be here today, to hear your ideas 
and concerns, and I look forward to your questions. 

[THE PREPARED STATEMENT OF NATHANIEL GLEICHER APPEARS IN THE APPENDIX] 

The CHAIRMAN. Thank you for your testimony. 
I now will recognize myself for 5 minutes for questioning. 
My first question is to Mr. Goldsmith and Dr. Barash. Can both 

of you talk to us about the significance or urgency of this problem? 
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How does the disinformation spread by foreign actors harm vet-
erans and what is the full scope of the impact to our nation? 

Mr. Goldsmith, go first, please. 
Mr. GOLDSMITH. Thank you, Chairman, for the question. 
One specific example of how this falsified news pushed by these 

fake VSOs can effect our members, in May 2017 a Stars and 
Stripes reporter wrote a report about what was then Trump’s first 
budget. It was a true story. It was written by a reputable outlet 
that we work with day in and day out, and part of it mentioned 
how there was proposed budget cuts to certain disability benefits. 

That true story was copied and pasted word for word, minus the 
name of the reporter, onto the website vvets.eu, which was based 
out of Bulgaria, and it was just using the same headline, the same 
text, but it was changing the date to make it look more urgent. 

Now when Vietnam Veterans of America’s members find out that 
something like total and permanent disability benefits for those 
who are collecting social security or something, say those are going 
to be cut, that has a profound effect on the real health of our mem-
bers. When they are affected by that policy and they see a report 
like that and they think, oh, my God, in a couple of months I could 
be homeless if this budget passes, you know, if this piece of the 
budget passes. 

To be re-exposed over and over and over again to that sense of 
panic of real effects on your life can exacerbate things like Post 
Traumatic Stress Disorder (PTSD), can exacerbate physical health 
conditions. That is, I think, what really lead VVA down this path 
and to this investigation. 

The CHAIRMAN. Well, thank you. 
Dr. Barash. 
Dr. BARASH. Thank you for the question, Chairman. 
I think there are two ways in which these operations really effect 

our veterans and more broadly the population that those veterans 
influence. 

First and foremost, they affect our veterans as they try to re-
integrate into civilian life. Our veterans are an influential member 
of American communities. They are trusted. They are respected, 
but they are also vulnerable in the context of a digital divide. 
When they are looking for employment and they are being targeted 
by malware, when they are looking to establish new relationships 
and are being targeted by scams, this breaks down the social fab-
ric, the fragile social fabric that they are starting to build as they 
return from military service and have a life at home or return to 
a life at home. 

The CHAIRMAN. Well, thank you. 
Mr. Kane and Mr. Gleicher, given the potential harm to vet-

erans, their families and our Nation, why should not the spoofing 
threat be treated as seriously as other issues like copyright in-
fringement? Why does it take so much longer to remove spoof con-
tent than copyrighted content? 

Please, Mr. Kane first. 
Mr. KANE. Thank you, Mr. Chairman. 
We take very seriously and have strong policies strictly against 

having a fake account which is something like using a stolen pro-
file image, using a stolen bio, whether or not—— 
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The CHAIRMAN. Excuse me. I realize you take it seriously. 
Mr. KANE. Right. 
The CHAIRMAN. Why does it take so much longer to remove spoof 

content than copyright content? I do not have much time. I just 
need to understand why you are able to move copyrighted content 
faster and much more effectively than spoof content. 

Mr. KANE. Congressman, we do have effective and very fast 
methods of—— 

The CHAIRMAN. You do remove copyrighted content much 
quicker. Why is that the case? 

Mr. KANE. We work to stay compliant with Digital Millennium 
Copyright Act (DMCA) which I do believe has—— 

The CHAIRMAN. You are still not answering my question. 
Mr. Gleicher, can you answer that question? 
Mr. GLEICHER. Chairman, so we have automated systems that 

detect and remove billions of fake accounts every day. Most of them 
before anyone has seen them. Fake accounts are the common un-
derlying theme under all of these scams. We have automated sys-
tems that actually move very quickly to remove these fake ac-
counts. 

One of the difficult challenges here, Mr. Chairman, is if someone 
reports an account, we respond very quickly. Often the question of 
what constitutes impersonation, we need to understand that and 
make sure we are taking correct action. 

The CHAIRMAN. Again, why is copyrighted content removed much 
more quickly than spoof content? 

Mr. GLEICHER. Congressman, we have—Mr. Chairman, we have 
specific systems in place in both cases, and we respond given the 
complexity of the environment and move as quickly as we can. It 
is something where we need to move more quickly, quite frankly. 

The CHAIRMAN. I still have not heard an answer, a direct answer 
to my question. 

My time is up. I now want to recognize Dr. Roe for 5 minutes. 
Mr. ROE. Thank you, Mr. Chairman. 
When you are old and ugly like I am you know that romance is 

definitely a scam, so I do not—I have never even answered those. 
[Laughter.] 
Mr. ROE. I do not worry about it at all. 
You know, to show you how misinformation, Dr. Barash, you 

mentioned it, I was in Estonia a couple of years ago and we were 
having a—there is a big Russian maneuvers just off, as you know, 
the Baltics. Basically a story was floated that a young Estonian 
woman on social media had been raped by a German soldier. It was 
totally fabricated, but it took a lot of getting, you know, correcting 
to correct this misinformation that rapidly spread throughout social 
media. 

It is a powerful tool. There is no question about it, and how you 
get that information out of there quickly. 

I have some sympathy for you all here. It must be wackamole 
trying to figure out what account is legitimate, what account is not 
legitimate. I do not know how you do that when someone puts an 
identity up. I tell my wife all the time who gets steaming mad 
when she reads my Facebook page, I said, it may be fake. Who 
knows what is real or not, so do not get all worked up about it. 
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How do you know that and, again, to the chairman’s question, I 
do not know how you rapidly do that. Any of you are welcome to 
take that question. 

Mr. KANE. Congressman, thank you very much for that question. 
You are absolutely right. We want to try to avoid a wackamole 

type situation here and take a very holistic approach in terms of 
how we deal with fake accounts. One of the common strategic ap-
proaches that we take is looking for coordinated manipulation. 
Looking to see how various accounts are connected together to push 
out this type of content. 

We have invested heavily in terms of proactive detection of these 
coordinated accounts. As I mentioned, over the last year and a half, 
we have found and challenged approximately 520 million accounts. 
This is as a result of our investment in automated detection sys-
tems to look for that coordinated networks because, again, we want 
to massively disrupt these networks and not just focus on certain 
segments of where they seek to interfere with the conversation. 

Mr. ROE. Well, there is no question that—and, Mr. Kane, back 
to you since you answered that. What has Twitter done to specifi-
cally educate veterans, users of the platform about how they can 
protect themselves? 

Mr. KANE. Congressman, thank you very much for that question. 
The underlying issue of media literacy is something that is abso-

lutely imperative. We certainly have a role in making sure we are 
supporting the health of the conversation by getting rid of bad ac-
tors, by getting rid of these fake accounts. 

One of the things that we have done is make investments in 
partnerships with various organizations focused on media literacy. 
In fact, I have a copy of our last report that we did with the Orga-
nization of American States that we have published in several dif-
ferent languages to help keep people safe online, to help them bet-
ter understand Twitter. 

For any veterans who may be watching this today, if you go to 
blog.twitter.com, you can find these resources to help better edu-
cate the veterans’ community. We are certainly committed in terms 
of partnering with the VSOs as well as the VA in providing this 
information as well. 

Mr. ROE. I am sure I have won a cruise if I just look hard enough 
right here now. 

Dr. Barash, this is a 3-part question quickly. 
First, are veterans targeted for scams at a higher rate than non- 

veterans? I think you have answered that. 
Second, are veterans targeted for propaganda at a higher rate 

than non-veterans? 
Do you have evidence for either one? 
Dr. BARASH. Thank you, Congressman, for the question. 
Yes and yes. Veterans are an influential community in our social 

fabric online and offline. As a result, it is much more effective to 
target them with all kinds of operations including propaganda. 

We have performed studies that indicate that veterans are tar-
geted by operations from many different countries. I think that 
more research needs to be done to do a true baseline where we can 
say, yes, this is the average level of targeting of Americans by for-
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eign operations all kinds, broken down by operation, and this is 
how it differs for certain key communities, including veterans. 

Mr. ROE. My time is about expired, but one last question to you, 
Dr. Barash. I am sure you would agree that policing this is incred-
ibly difficult. 

Has your organization witnessed any improvements or changes 
in the rates of fake accounter scam operations thanks to the in-
creased attention in budgets from Twitter and Facebook? 

Dr. BARASH. Thank you for the question. 
We have unfortunately seen an increase in these operations. I do 

want to recognize Twitter and Facebook’s efforts in taking them 
down, and I think those efforts are paying off. So far we are still 
in the crest of the wave. 

Mr. ROE. Mr. Chairman, thank you for holding this. It has been 
very informative. 

The CHAIRMAN. Thank you, Dr. Roe, for your questions. 
I now would like to recognize Representative Cunningham for 5 

minutes. 
Mr. CUNNINGHAM. Thank you, Mr. Chair, and thank you to each 

and every one of you all for showing up here today and answering 
these questions. 

My South Carolina district has the highest population of vet-
erans in any congressional district in the State of South Carolina. 
This is a particular important issue for me. That is why during the 
debate on the Shield Act last month, I introduced an amendment 
to require the Federal Election Commission to conduct an analysis 
of foreign disinformation campaigns focused specifically on influ-
encing service members and veterans. 

To that extent, Mr. Kane and Mr. Gleicher, you would both agree 
that it is your shared goal to identify and eliminate veterans and 
veterans group pages run by foreign actors, correct? 

Mr. KANE. Correct. 
Mr. GLEICHER. Yes, Congressman. 
Mr. CUNNINGHAM. Okay. You would agree that you have an obli-

gation and responsibility to work directly with the Federal Election 
Commission (FEC) to report such bad accounts, correct? 

Mr. KANE. Congressman, certainly whenever we identify these 
foreign State back information operations, we publicly release them 
for the public, for governments, for the research community to see 
and to examine that data. 

Mr. GLEICHER. I would just add, Congressman, that when we do 
one of our take downs of a foreign operations, we also work specifi-
cally with government partners, whether that is the FEC, the Fed-
eral Bureau of Investigation (FBI) or others that are conducting in-
vestigations in this space to make sure they have the resources 
they need to do their own work, both to expose and to deter these 
actors. 

Mr. CUNNINGHAM. Okay. Who at Facebook and who at Twitter 
works directly with the FEC in reporting these bad actors and 
these foreign actors? 

Mr. KANE. Congressman, again, we release them to the public. 
I work with the FEC on a number of issues and have in the past, 
and will continue to do so in the future. 
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Mr. GLEICHER. Congressman, we have specific teams that work— 
whenever we conduct one of these take downs, we have investiga-
tors. We have policy experts. We have engineers. We have our legal 
teams, and we have our teams that work closely with third party 
partners, like government organizations like we are discussing. 

As we reach the point of understanding the nature of an oper-
ation, they will share information proactively to make sure that our 
partners can conduct their own investigations. I am happy to follow 
up with more detail if that would be helpful. 

Mr. CUNNINGHAM. Okay. It sounds like each of you are respon-
sible, ultimately, in communicating with the FEC and reporting 
these bad actors, these foreign actors who are responsible for trying 
to interfere in our election system by targeting these information 
campaigns to specific veterans groups; is that right? 

Mr. KANE. Congressman, again, we work closely with law en-
forcement and provide this data for all governments to go through 
and examine this data so that they can examine how various com-
munities, be it veterans communities or any other community, how 
they are potentially impacted, and then we can learn from that 
data to help improve our service. 

Mr. CUNNINGHAM. How many employees at each of your respec-
tive companies whose job that it is to root out these foreign actors 
whose intent is to impact our elections? 

Mr. KANE. Congressman, across Twitter there are approximately 
4,700 employees. I do not have a specific number of employees 
available, but I would be happy to get that for the record. 

Mr. GLEICHER. Congressman, at Facebook we have more than 
35,000 people across the country working on safety and security. 
That is a number that has tripled in recent years as we have been 
expanding the teams to make sure we can tackle this. Within that 
then there are core teams that work closely with government and 
that work closely to conduct these more sophisticated investiga-
tions. 

Mr. CUNNINGHAM. Obviously, you know, looking at the—hind-
sight is 20/20 and what happened in the 2016 and 2018 elections 
as far as targeted misinformation toward veterans and veterans 
groups. 

Looking backward at Facebook and Twitter’s efforts to root out 
foreign actors who are specifically targeting veterans and veterans 
groups, what kind of grade would you give Facebook and Twitter 
on their efforts? 

Mr. KANE. Congressman, I think we have certainly learned a lot 
since 2016. With regard to specifically targeted veterans, again, we 
take a more holistic approach and make sure that we are serving 
the entire public conversation and modifying our policies to reflect 
that objective. 

Mr. CUNNINGHAM. I appreciate that, Mr. Kane. I do not have a 
lot of time here, but I want to know whether or not you feel like 
there is room for ample improvement in, you know, helping our 
veterans communities to make sure that the information they are 
getting on Facebook and Twitter is accurate. 

Do you think—you know, were you all performing at a B average 
or a C average or how good of a job do you feel like you are doing? 
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Mr. KANE. Congressman, it is difficult for me to give a grade. We 
are constantly working to improve the service. That is something 
that we are never going to sit still on. We recognize that there is 
always more work that we can do. We are committed to working 
with the VSOs and working with the research community to better 
understand these threats so that we can improve our service. 

It is a constant State of improvement that we are working on. 
Mr. CUNNINGHAM. Mr. Gleicher. 
Mr. GLEICHER. We have said pretty clearly, Congressman, that 

we were far too slow to recognize the threats and respond to them 
particularly in 2016. The most encouraging indication in 2018, the 
nature of this threat is really a whole of society challenge. One of 
the things we saw in 2018 was we saw industry, our partners at 
Twitter and ourselves really focused in stepping up to this chal-
lenge, but also saw key partners in civil society and in government 
who worked together. 

One of the reasons there were 3 separate attempts that we iden-
tified and that the broader community identified to target that 
election directly, that the community responded to I think quite ef-
fectively. There is always room for improvement. There is a lot 
more work to be done, Congressman. 

Mr. CUNNINGHAM. Okay. I am out of time, but I appreciate your 
attention to this pressing matter. I would yield back. 

Mr. CHAIRMAN. Yes. Gentleman, your time is up. 
Mr. Bilirakis, you are recognized for 5 minutes. 
Mr. BILIRAKIS. Thank you very much. I appreciate it, Mr. Chair-

man. Thanks for holding this hearing. I thank the ranking member 
as well. 

Well, let me just say this. When we get these comments on 
Facebook, for example, specifically that veterans benefits or a par-
ticular benefit for a veteran is being cut completely, what have you, 
if you see that this happens multiple times and, you know, when 
you say something, a lie over and over and over again, people start 
believing it, unfortunately, particularly in our game. We are kind 
of thick-skinned to this. I am thinking about the veterans. 

Is there any kind of a mechanism where you can control some-
thing like that if you see, you know, that that Congress is cutting 
veterans affairs by a certain amount of money, and the opposite is 
true because, you know, we have significantly increased the vet-
erans budget over the years in a bipartisan manner. 

Is there any kind of a mechanism to take that off of Facebook, 
Twitter, or what have you, any social media? 

Mr. GLEICHER. Congressman, we have found that you need mul-
tiple mechanisms in place working together to be as effective as 
possible. Let me describe two that we would use in a situation like 
that. 

First, often we see people who seed or share this type of informa-
tion are doing it using inauthentic or deceptive behavior. They are 
concealing who they are. They are hiding their identity or they are 
trying to mislead users into thinking they are someone they are 
not. 

If we see that type of behavior, we remove it from the platform. 
Mr. BILIRAKIS. Okay. You have that capability? 
Mr. GLEICHER. We do. 
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Mr. BILIRAKIS. If you see it over and over and over again you re-
move it because it is harmful to the veteran, Okay, emotionally. 

Mr. Gleicher, I understand that earlier this year Facebook 
worked with the committee to help verify veteran service organiza-
tions. Despite this, my staff and I found that the Vietnam Veterans 
of America, the VSO that shares the witness stand here this after-
noon, their Facebook page does not have the blue verification 
checkmark that some of its counterparts have. 

Can you explain why this is and tell us how the verification proc-
ess works, if you can, and is Facebook going to verify these VSO 
pages? 

Mr. GLEICHER. Congressman, I can not talk too much about how 
the verification process works in public. We know that people 
might—— 

Mr. BILIRAKIS. Okay. I understand that. 
Mr. GLEICHER.—use that to try to game it. I will say I would be 

more than happy to work with our colleagues at VVA and to follow 
up with you, Congressman, to make sure that we review that and 
can address that. 

Mr. BILIRAKIS. Okay. Yes. Please, I want to know and maybe I 
will hear from Mr. Goldsmith. You say in your testimony that 
when you found that the imposter organization using the logo in 
2017, you went through Facebook’s reporting features to address 
the problem. They did not address the underlying issue until Con-
gress got involved. 

However, I know verification is a helpful way for members to dif-
ferentiate between authentic and inauthentic process. When you 
got in contact with their team, did you request official Facebook 
verification on the page? Now, you know, I am not asking questions 
just to get you in trouble. I want to find out what is going on. We 
are trying to protect the veterans. I know the verification is a blue 
checkmark. 

If you could answer that question and give us as much informa-
tion as possible, we would appreciate that. 

Mr. GOLDSMITH. Thank you, Congressman. 
Currently Facebook has two different levels of verification. There 

is a gray checkmark and a blue checkmark. It is my understanding 
that the gray checkmark, which is a surface level verification. You 
have to have a business address, a phone number, an email, and 
I think pick up the phone when they call it. 

As for getting the blue checkmark, I do not know how that would 
work. The way that we got our blue checkmark from Twitter is I 
know someone who works on the policy staff personally and last 
Vietnam Veteran’s Day I said, hey, it would be a great thing for 
Vietnam Vets to get their verification badge. 

Mr. BILIRAKIS. Now how does the blue checkmark work? 
Facebook, please. 

Mr. KANE. Sir, for Twitter, the verification process is currently 
on hold right now, but we do still verify a number of government 
accounts, elected officials, folks like that. We are certainly happy 
to work with this committee as well as the VSOs and the VA to 
ensure that if there are any remaining VSOs that need to be 
verified, that we do so promptly. 

Mr. BILIRAKIS. Anyone else? Facebook, please. 
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Mr. GLEICHER. Congressman, the blue check mark involves addi-
tional work to verify and ensure that the organization is who they 
say they are. As I mentioned, Congressman, I am happy to work 
with—— 

Mr. BILIRAKIS. In addition to the gray checkmark—— 
Mr. GLEICHER. Yes, Congressman. 
Mr. BILIRAKIS.—the blue is further verification. 
Mr. GLEICHER. Yes, Congressman. 
Mr. BILIRAKIS. Okay. Very good. 
All right. I guess my time has expired. I yield back, Mr. Chair. 

Thank you. 
Mr. CHAIRMAN. The gentleman’s time has expired. Thank you, 

Mr. Bilirakis. 
Mr. Lamb, you are recognized for 5 minutes. 
Mr. LAMB. Thank you, Mr. Chairman. 
Mr. Gleicher from Facebook, do I have it right that Facebook’s 

quarterly profits in the third quarter were a record all-time high 
of $17.7 billion with a b? 

Mr. GLEICHER. Congressman, I do not know the specific number, 
but that sounds correct. 

Mr. LAMB. I believe your last two quarters were both record 
quarterly profits, this one of 17.7 billion and last quarter, ending 
in July, about 7 billion. Mr. Goldsmith, thank you for your hard 
work on this report, and you make some specific recommendations 
in it as to what we, as Congress, should do and what we should 
do across the Government, and also what some of these specific 
platforms should do. 

In light of the massive, massive profits that Facebook is making 
with its product, driven almost entirely by the advertising that 
they sell and their ability to microtarget it, do you think they are 
even close to doing enough to address this problem and deal with 
the fake accounts? Do you think more resources could be directed 
in that way? 

Mr. GOLDSMITH. Since the publication of my report, I have actu-
ally had a great relationship with these companies. One of the 
things that I hope comes out of this hearing today is I hope that 
we consider them American assets and victims. It is right to blame 
and assign guilt, but this is going to take a whole of society re-
sponse. Basically, what it comes down to is we are asking for them 
to be the police force, and they do not have any sort of enforcement 
mechanism. If they can not do anything that brings the pain to a 
human being sitting behind the anonymous avatar, there is no real 
incentive for that person, that human being, that bad actor to stop 
what they are doing. 

Mr. LAMB. As part of those discussions, did you learn how much 
Facebook invests in the specific problems that you are addressing 
in this report? 

Mr. GOLDSMITH. No, things like a budget and costs, those are be-
yond us. The one thing that I did include in my testimony is that 
during the 2-years of investigation in producing this report, VVA 
has essentially acted as an unpaid consultant for these companies. 
That is something that I understand could change. I know 
Facebook has some partnerships with some non-profit organiza-
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tions that produce reports to basically raise attention to threats, 
but that is above my pay grade. 

Mr. LAMB. Mr. Barash, your—or Dr. Barash, I am sorry. Your 
graduate work is in this—your expertise is about the spread of 
these false ideas and misimpressions, do you believe there is more 
that entities like Facebook could be doing as far as investing in 
new solutions, whether technological or just pure manpower, par-
ticularly given the resources that they have? 

Mr. BARASH. Thank you, Congressman, for the question. Yes, I 
do. I, again, want to recognize that we have come a long way since 
this problem of disinformation have arrived on the public scene in 
2016. In 2016, there were, for instance, no terms of service by any 
of the major platforms that addressed this. There were very few in-
vestigators at any of these companies. There were no public data 
sets. All of that has changed. 

I do think that the companies should continue their work in re-
leasing public data sets and on public outreach and education, es-
pecially when targeting some of these more advanced campaigns. 
It is great that we are learning about general information oper-
ations, but I think we can say and do even more to work with spe-
cific communities being targeted by them. 

Mr. LAMB. Thank you. Mr. Gleicher, last question, I am about 
run out of time. How much does Facebook spend on this specific 
problem set, in terms of paid employees, investments in the Artifi-
cial Intelligence (AI), and tech tools that you have talked about 
that help you detect what is going on? 

Mr. GLEICHER. Congressman, what we have seen is that actors 
that target veterans target other communities as well. The overlap 
between them means that rather than focusing on specific commu-
nities in terms of building resources, we do not want to silo the 
work that way—— 

Mr. LAMB. Yes, I mean on the overall problem, of which this is 
an example. 

Mr. GLEICHER. On the overall problem, I mentioned that we have 
more than 35,000 employees working in this space. We currently 
spend more money today each year than the company made in 
profits the year that it IP owed very, very large amounts, Congress-
man. 

Mr. LAMB. Do you know the amount? 
Mr. GLEICHER. I do not have the exact amount for you, Congress-

man. I would be happy to talk about that further if that would be 
useful. The key question for us is not, ‘‘Do we have enough re-
sources?’’ The question is, ‘‘How can we most effectively deploy 
what we can get to make sure that we tackle this problem?’’ We 
have and we drive—— 

Mr. LAMB. Okay. I am glad that is the question for you. My ques-
tion was whether you do have enough resources. So we will see if 
we can find that out. Mr. Chairman, I yield back. Thank you. 

The CHAIRMAN. Thank you, Mr. Lamb. Mr. Bost, you are recog-
nized for 5 minutes. 

Mr. BOST. Thank you, Mr. Chairman. I had some prepared ques-
tions, but they have already been asked, but I do want to know, 
as you are going down these paths and all of a sudden you pick 
up these—and this is for both Twitter and Facebook—you pick up 
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these bad actors, Okay? They have an identity on their site, wheth-
er it is a group organization or an individual. How—after you take 
them down, how quick can they come back up and you identify 
them again? Or is there a way to block them and identify them as 
they move from what you blocked to someplace else? 

Mr. KANE. Congressman, thank you very much for that question. 
You are absolutely right. We have made significant investment in 
serving the public conversation by removing these bad actors and 
then keeping them off platform. I mentioned in my opening state-
ment, it was approximately 520 million challenges over—from Jan-
uary 2018 until July of this year, of which approximately 75 per-
cent were permanently suspended. We want to work to keep those 
bad actors off the platform. 

As part of our overall health initiatives, we are investing in just 
that, and making sure that we understand how to keep these bad 
actors off platform, because that is how we ensure the health of the 
conversation, that is something that is a top priority for us. 

Mr. BOST. All right. 
Mr. GLEICHER. Congressman, I would say, I mentioned in my 

opening remarks this notion of adversarial design. If all we were 
doing was take downs, was removals, we would be in a constant 
game of cat and mouse. 

Mr. BOST. Right. 
Mr. GLEICHER. Our strategy has been over time, we remove these 

actors from the platforms, and as Kevin mentioned, we also have 
systems to keep them off when they are removed. We see them try 
to defeat them. We improve those systems to block them. 

Mr. BOST. Without getting too technical, Okay, do you identify 
their address or how is it that you identify them? 

Mr. GLEICHER. The most effective thing that we have seen, Con-
gressmen, is to look at the pattern of behavior that they engage in. 

Mr. BOST. Okay. 
Mr. GLEICHER. As you—we have to be careful about talking 

about too many of the signals in detail, and I am happy to talk 
more about them in more detail in a more private setting. You can 
see from the patterns of behaviors that they engage in the types 
of accounts these are, and that allows us to take action. A good ex-
ample of this, we have an automated machine learning system that 
we have been using particularly for financial scams, that we have 
been testing and expanding, to look at the pattern of behavior we 
see these accounts engage in. That system has identified more than 
500 million, and blocked more than 500 million of these accounts 
automatically. That is an instance of trying to find these patterns 
and get ahead of them. 

Mr. BOST. I guarantee you that everybody sitting here wants to 
make sure the veterans are protected, but they want others to be 
protected too. The question I also have then is as you are moving 
forward, is there a danger of giving up someone else’s freedom of 
speech that may not be in the business of doing fake sites and 
causing trouble? 

Mr. GLEICHER. Congressman, I think that is a really difficult bal-
ance to strike, and it is why it is important to be so deliberate here. 
I will give you a good example. We certainly see actors from certain 
parts of West Africa being very prolific in this environment, but we 
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also see people from West Africa who have legitimate reasons to 
engage with veterans and people who are overseas. 

We would never, for example, rely on only one signal. That is 
why the pattern of behavior is so valuable, because if you have one 
marker, you may know something, but you can not be certain, and 
there is a risk that you are going to silence an innocent user. If 
you see a consistent, persistent pattern of behavior, it allows us to 
have much higher confidence and ensure that we are not silencing 
innocent users. 

Mr. BOST. I also need to ask Mr. Goldsmith, you said that you 
have been working with them and you became pretty well partners 
in trying to fix this problem. What is the—and this is an answer 
I do not know that you can give, but I am going to ask anyway. 
When this damage occurs to our veterans, it is not like, ‘‘Oh, well, 
once this is blocked, it is over.’’ They are still reeling from that. 
What is your organization doing to one, stop—educate, first off, our 
veterans and the people that you work with as a VSO, but also 
what do you do after the damage has occurred, maybe, to an indi-
vidual who is a veteran, that we can do through our VSOs to help 
them? 

Mr. GOLDSMITH. Thank you, Congressmen. Facebook is actually 
one of our primary ways of interacting with our members. We use 
Facebook and Twitter to educate our members. Since we began this 
investigation, any time that the press has reported on, especially 
veteran-specific spoofing or financial scams, romance scams, et 
cetera, we post those on social media. 

We also have traditional—a print magazine that we publish all 
year round. We are partnering with the Yale Veterans Legal Serv-
ices Clinic. We have a couple law students here, who have been 
helping us develop policies on education. We hope that this goes, 
maybe the veterans’ community is kind of a place where a larger 
picture can be born across American society. 

Mr. BOST. Thank you. With that, my time is expired. Mr. Chair-
man, I yield back. 

The CHAIRMAN. Thank you, Mr. Bost. Ms. Underwood, you are 
recognized for 5 minutes. 

Ms. UNDERWOOD. Thank you, Chairman Takano. I appreciate the 
system-wide steps that Facebook, Twitter, and the other companies 
have announced to tackle this complicated issue, but as the compa-
nies continue to work on it, veterans need to be able to engage with 
them, especially since your companies are relying so heavily on 
users to report back behavior. 

Mr. Gleicher, you have said in your testimony that Facebook has 
set up a dedicated escalation channel for victims of impersonation 
to contact Facebook, to ensure that Facebook can respond quickly. 
How long, on average, does it take for Facebook to respond to users 
impacted by impersonation? 

Mr. GLEICHER. Thank you, Congresswoman. There are a couple 
of different ways someone can report to us. 

Ms. UNDERWOOD. I understand the method. I want to know how 
long. 

Mr. GLEICHER. Congresswoman, if someone reports to us on the 
platform, they can report immediately within the platform, we ex-
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amine and respond to that, and it happens very quickly, in order 
of days, but I can not give you an exact timeline. 

Ms. UNDERWOOD. Will you submit that in writing to our com-
mittee in follow up? 

Mr. GLEICHER. I am happy to follow up with more detail. 
Ms. UNDERWOOD. Okay. Then, Mr. Kane, for Facebook, how long 

does it take to respond to users impacted by impersonation. 
Mr. KANE. Congresswoman, I do not have a specific timeframe, 

but I will be happy to follow up in writing for the record. 
Ms. UNDERWOOD. What about how soon in the reporting process 

would it be possible for a veteran who is a victim of impersonation 
to speak directly with a Facebook and Twitter employee? 

Mr. KANE. Congresswoman, certainly we have an online report-
ing flow. As a veteran myself, I have worked extensively with a 
number of veteran service organizations, and the VA as well—— 

Ms. UNDERWOOD. I appreciate that. How long does it take to 
speak to an employee, or is that not part of your process? 

Mr. KANE. Typically, it is not part of the process for us to be ef-
fective at scale. 

Ms. UNDERWOOD. Okay. Thank you. Twitter? Mr. Kane? Or Mr. 
Gleicher, sorry. 

Mr. GLEICHER. Congresswoman, so for example, if something is 
reported by one of our expert partners, like VVA, we are able to 
work with them very quickly to respond and get in direct contact. 
If someone is reporting directly through the platform, then they 
will get an immediate response, and depending on what happens, 
we might engage with them further. 

This is why I am saying there is sort of different ways to report, 
so the speed is a little different. 

Ms. UNDERWOOD. I understand. Would it be possible to speak di-
rectly with an employee or is it just through, like, some kind of cus-
tomer service line? There is not an availability to engage on the 
phone. 

Mr. GLEICHER. It depends on how it is reported, Congresswoman. 
There are different mechanisms to report. For the largest, most 
scaled mechanism, directly on the platform, it is run through auto-
mated systems and through online systems. 

Ms. UNDERWOOD. Okay. 
Mr. GLEICHER. For more tailored reporting, like we have with 

key partners—— 
Ms. UNDERWOOD. Thank you. Do you maintain or publish data 

on the amount of time it takes to process impersonation cases from 
report to account closure for Facebook and Twitter? 

Mr. KANE. No, Congresswoman. We do publish twice a year a 
transparency report that provides this data overall, and again for 
the first half of this year, we permanently suspended approxi-
mately 125,000 accounts for engaging in impersonation. We typi-
cally do not provide a specific timeframe. That is something I am 
certainly happy to discuss with our team to—as we work to provide 
more transparency around our actions to examine the feasibility in 
doing that. 

Ms. UNDERWOOD. Right. Facebook? 
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Mr. GLEICHER. Congresswoman, we also publish a periodic trans-
parency report with details on enforcement. We do not include spe-
cific details on timeline. 

Ms. UNDERWOOD. Okay. Well, I think that that might be some-
thing that it might be worthwhile to consider for both companies 
moving forward, given the scale of this problem in our country and 
the way that it has really spread through multiple lines of victims. 

The New York Times has reported that many veterans who re-
port imposter accounts receive automatic replies from Facebook 
and their photos do not get removed. Some known fakes that the 
Times reported to Instagram were not taken down because 
Instagram said they did not violate company policies. 

Facebook has a misrepresentation policy that is pretty short. It 
is about a page long. Does Facebook have any additional or inter-
nal guidance beyond this policy that is publicly released, that re-
viewers use when making decisions about whether to remove an ac-
count impersonating a veteran? 

Mr. GLEICHER. Congresswoman, that is the core of our misrepre-
sentation policy. As you might expect, there is some details that if 
we were to release it publicly, there is a risk that bad actors would 
use that to game our systems. 

Ms. UNDERWOOD. Sure. Can you share that internal guidance 
with our committee? 

Mr. GLEICHER. I am happy to talk further about that, Congress-
woman. 

Ms. UNDERWOOD. Will you be willing to share the guidance with 
the committee? 

Mr. GLEICHER. Congresswoman, if—what I would like to do is 
talk to our team and make sure we can share with you what is 
going to be most useful for you and that we focus it, so that we 
do not provide any risk of exposing anything. 

Ms. UNDERWOOD. Okay. If the veterans request to have an im-
poster account using their photos is taken down, if that is denied, 
do they have an option to appeal on both of your platforms? 

Mr. KANE. Broadly, yes, Congresswoman. We do have an ap-
peals—— 

Ms. UNDERWOOD. Okay. Thank you. Facebook? 
Mr. GLEICHER. Yes, Congresswoman. We have broad appeals 

processes. 
Ms. UNDERWOOD. Okay. Then, Mr. Kane, in response to one of 

my colleagues, you mentioned that Twitter has suspended its 
verification now, my question is why are you doing that heading 
into an election year? 

Mr. KANE. Congresswoman, this was an action that was taken in 
November 2017. Certainly, as we prepare for the election, similar 
to what we did in 2018, we are absolutely working with a number 
of parties, both political parties, Department of Homeland Security 
(DHS), the Association of the Secretary of State, among others, to 
ensure election officials are, in fact, verified and working with them 
to deal with any impersonation cases as they come up. 

Ms. UNDERWOOD. I see. Okay. Social media is an important way 
for veterans to stay connected to their families and to the commu-
nity of veterans. It is also an important and influential source of 
information for veterans and non-veterans alike, which is why it is 
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so important that we all do everything that we can, everything that 
we can, to protect our veterans, our communities, and our country 
from these threats. Thank you. Thanks for being here, and I yield 
back. 

The CHAIRMAN. Thank you, Ms. Underwood. Dr. Dunn, you are 
recognized for 5 minutes. Is Dr. Dunn here? He is not. Dr. Dunn. 
Mr. Banks, 5 minutes. 

Mr. BANKS. Thank you, Mr. Chairman. In 2012, Mr. Tony Wang, 
the general manager of Twitter in the UK declared Twitter to be 
the ‘‘free speech wing of the free speech party.’’ I am concerned that 
that is no longer the case. 

This reality has meaningful consequences for veterans and for 
the health of our democracy. This past February, Quillette pub-
lished the research findings of Mr. Richard Hannineah (phonetic), 
who uncovered a systematic pattern of politically motivated censor-
ship on Twitter. 

From 2006, when Twitter was founded, to May 2015, Hannineah 
could find exactly zero cases of prominent political persons being 
suspended or banned from the platform. Just over 2 years later in 
December 2017, the number of monthly suspensions of prominent 
political persons skyrocketed to nine times higher than May 2015, 
and found that prominent conservatives were at least four times 
more likely than liberal persons to be found in violation of Twitter’s 
applied terms of services and banned. 

While Twitter sensors lawful political speech, veterans remains 
targets of fraud, as this hearing has already well established. Ac-
cording to the AARP, veterans are twice as likely to fall victim to 
scammers as the population at large. Scammers who operate on 
various platforms, including Twitter. Yet Twitter faces no legal 
consequences when veterans are harmed by activities that take 
place on their platform. That is because Twitter has claimed that 
there is no possible way to moderate illicit content such as vet-
erans’ scams in real time, as protected under Section 230 of the 
1996 Communications Decency Act. 

Mr. Kane, is not it quite ironic, how can—that Twitter can argue 
in good faith that their Section 230 protections can be retained be-
cause it does not have the resources or ability to root out illicit ma-
terial, such as scams targeting veterans, on its platform when the 
same platform devotes considerable resources and attention to 
stomping out lawful political speech? 

Mr. KANE. Congressman, thank you for that question. As I men-
tioned, we have a clear policy addressing scams on our platform. 
Since January 1st of this year, we have permanently suspended 
335,000 accounts for engaging in scamming behavior, not just for 
the veterans’ community, but for all community, because again, we 
have to take a very broad approach in terms of how we combat 
these threats, which we take seriously. 

To your earlier point regarding political speech on Twitter, Twit-
ter’s purpose is to serve the entire public conversation, not just for 
one political party, but for the entire globe. One of the things I am 
most proud of in terms of working at Twitter is we embrace diver-
sity and diverse viewpoints in everyone. Whenever we go into make 
any policy decision, we all make decisions in the interest of serving 
the public conversation and not one particular ideal or another. 
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Mr. BANKS. All right. All right. Mr. Gleicher, in your testimony, 
you alluded to working with law enforcement as they find and pros-
ecute the scammers who engage in impersonation or other decep-
tive activities. Does Facebook have a specific process for reporting 
instances of veterans scamming to Federal law enforcement agen-
cies? 

Mr. GLEICHER. Congressman, we work with law enforcement to 
report the threats that we see in a few different ways. When we 
see scams, particularly recurrent scams where we see someone 
being targeted, we will work with law enforcement to make sure 
they have as much information as we can provide. Whenever we 
see a more scaled foreign operation, for example, something ema-
nating from what could be a nation State, we share that informa-
tion proactively to make sure law enforcement understands the 
scope and can take action where appropriate. 

Mr. BANKS. Then it is safe to say that you do not have a specific 
process specific for veterans? 

Mr. GLEICHER. Congressman, we have processes. What we have 
found that is most important is the tight relationship between the 
people who work with law enforcement to make sure that sharing 
happens most effectively. And so the—— 

Mr. BANKS. Okay. How about this? Can you confirm that 
Facebook refers 100 percent of known instances of veteran 
scamming to law enforcement officials? 

Mr. GLEICHER. Congressman, whenever we see, particularly an 
ongoing or sophisticated operation, we share that with law enforce-
ment. 

Mr. BANKS. If it is not sophisticated, you do not? 
Mr. GLEICHER. We work with them to give them as much infor-

mation as they can use. 
Mr. BANKS. I think you have answered my question. Mr. 

Gleicher, you stated that Facebook has dedicated escalation chan-
nels through which individuals and organizations most impacted by 
impersonation attempts can contact it when they learn of a new 
case of impersonation or targeting. 

In essence, the establishment of these channels are Facebook 
saying they can not catch everything itself, and the user has some 
level of responsibility. Can you help me understand what my re-
sponsibility is to track down a fake @RepJimBanks account? 

Mr. GLEICHER. Congressman, the reason we have reporting sys-
tems is so that if someone sees something, they can get it to us 
quickly. We proactively investigate to remove these operations. We 
also build systems like transparency in place to make it easier for 
users and teams, like the team at VVA, to find and action these 
things. 

What we have found is we can be most effective when we work 
closely with civil society organizations and governments. 

Mr. BANKS. I get it. It is my responsibility. With that, I will yield 
back. 

The CHAIRMAN. Thank you, Mr. Banks. I now will recognize Mr. 
Brindisi for 5 minutes. 

Mr. BRINDISI. Thank you, Mr. Chairman. Mr. Gleicher, in your 
testimony, you said that Facebook works hard to limit the spread 
of spam and other content abuses on your platform, and that you 
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have human review and automated detection as two ways that 
Facebook does this. You mentioned that Facebook has over 35,000 
people working on safety and security to ensure inappropriate or 
graphic content is not able to stay posted. How many of these peo-
ple are content moderators? 

Mr. GLEICHER. Congressman, I do not have a specific number for 
you within that 35,000, in part, because we actually have policy ex-
perts that also step in on content moderation for particularly chal-
lenging cases. A very large number of that set are focused on con-
tent moderation to make sure we have the resources we need. 

Mr. BRINDISI. Would the number 15,000 be in the ballpark of 
content moderators? People actually viewing what is on the screen 
and making determinations of whether or not to take it down. 

Mr. GLEICHER. Congressman, I am happy to follow up and speak 
in more detail for specific numbers. 

Mr. BRINDISI. Okay. If you could do that in writing to the com-
mittee. I would like to know exactly the number of content modera-
tors. 

As you know, individuals we have seen that use your platform 
will find numerous ways to circumvent your detection software. In 
may ways, content moderators are the last line of defense. The 
number that I think has been reported publicly is that you are em-
ploying somewhere around 15,000 individuals to ensure community 
compliance across the platform of about one billion Facebook users. 

If that is the number, and we will wait and see what you come 
back with, does that seem like an adequate number to you, 15,000 
moderators for over one billion users on Facebook? 

Mr. GLEICHER. Congressman, we can always do more. Part of our 
approach here is pure human moderation by itself will never scale 
to be enough to tackle a challenge like this. We need also auto-
mated systems that help triage and sort of empower those modera-
tors. We have both AI enabled systems, and then we have content 
moderators, and then we have proactive detectors, investigators 
that hunt for more sophisticated operations. We need all of these 
pieces in order to be able to deal with this challenge. 

Mr. BRINDISI. Do you have any plans to hire more humans, more 
content moderators? 

Mr. GLEICHER. Congressman, we are continually expanding our 
teams. There is a reason that the number of people we have work-
ing in this space has more than tripled in recent years. I expect 
that to continue to grow. 

Mr. BRINDISI. I am sure you are aware, Mr. Gleicher, a family 
from my district in Utica, New York, suffered an unimaginable loss 
when their daughter, Bianca Devins, was murdered on July 14th, 
2009. The alleged perpetrator then posted extremely graphic and 
disturbing images of the crime on social media and these images 
reportedly appeared more than a week later on Facebook. 

I use this as a case, as an example of how the system Facebook 
has in place clearly failed at the expense of my constituents. If con-
tent moderators are not adequately trained or not able to keep up 
with workload, these tragedies will continue to occur. 

Can you speak to the training process of content moderators? 
Mr. GLEICHER. Congressman, what happened to Ms. Devins is a 

complete tragedy. The fact that people use platforms designed to 
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build community to glorify that is completely unacceptable to us. 
What we see here, though, there are two pieces that are relevant. 
First is the immediate response to identify and remove the photo-
graph. The second challenge is we see, as we saw in this case, 
groups of people actually work actively to try to spread and share 
that photograph by recutting it, by editing it, and by sharing tips 
amongst themselves on how to beat the automated systems we 
have in place. 

Mr. BRINDISI. Right. I understand that. In terms of, if I am a 
content moderator and I am employed by Facebook, what training 
do I go through to become a content moderator? 

Mr. GLEICHER. Congressman, we have a whole series of training 
that we go through with content moderators to ensure that they 
understand both what the policy lines are and how they can take 
both quick action, but also deliberate action. I am happy to follow 
up with more details on those and talk about them, if that is help-
ful. 

Mr. BRINDISI. That would be great. If you can do that to the com-
mittee, that would be very helpful. 

Obviously, there must be accountability of users on Facebook and 
other social media platforms who violate your company’s commu-
nity standards in such a despicable way, such as purposely deceiv-
ing veterans, or sharing graphic content. Can you talk a little bit 
about what you will do to either permanently ban users who share 
these images and to the best of your ability restrict their IP ad-
dresses—users’ IP addresses from assessing the app under a dif-
ferent account? 

Mr. GLEICHER. Congressman, whenever we see inauthentic be-
havior, deceptive behavior, we remove that account from the plat-
form and we do permanently ban it. I would be careful here, only 
because in some cases, you can imagine someone sharing this to 
condemn it, or a reporter mistakenly sharing it to report on it. 
Both of those are cases where we would remove the content be-
cause it clearly violates our policies. It is not entirely clear we 
should fully ban an individual like that. 

Mr. BRINDISI. How do you make that determination then? 
Mr. GLEICHER. In a context like that, this is why we think both 

about behavior and about content. If we seek content that violates, 
we take action against the content. If we see repeat behavior, that 
is an indication that the actor behind it is, in fact, bad intentioned, 
and we take more aggressive action against the actor, for example, 
removing the account. 

Mr. BRINDISI. Great. Thank you, sir. 
The CHAIRMAN. Thank you. Thank you, Mr. Brindisi. I now rec-

ognize Ms. Radewagen for 5 minutes. 
Mrs. RADEWAGEN. Thank you, Mr. Chairman. Mr. Goldsmith, you 

raise serious allegations that foreign governments are targeting 
veterans. As you know, the House Permanent Select Committee on 
Intelligence held hearings on this issue earlier this year. Have you 
worked with the chairman of the Intelligence Committee, and what 
are they doing to address the concern you have raised? 

Mr. GOLDSMITH. I have shared my report with the staff of the In-
telligence Committee. Part of the problem is I am also a full time 
student, so I have not been able to do the follow up that I would 
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like to with other members, other committees. I will thankfully 
graduate in May, and after then, I plan on talking to every com-
mittee that is going to listen. 

Mrs. RADEWAGEN. Mr. Gleicher, during committee staff briefings, 
you highlighted that Facebook has found that scams are origi-
nating almost entirely from non-State actors, while this informa-
tion is mostly State actors; is that correct? How does that informa-
tion inform your policies? 

Mr. GLEICHER. Congresswoman, what I would say is when we 
see fraudulent—the majority of the activity that we online is fraud-
ulently motivated, that is motivated in order to make money. We 
are a little careful. In order to prove that something is state—it 
has state-backed, we have very strict controls internally so that we 
only claim that something is state-backed when we can prove it. 

The reason is, particularly the State actors in this space, we have 
taken action against a number of operations from Russia, Iran, and 
elsewhere. Part of their goal is to make themselves appear more 
powerful than they are, and make us think that every instance of 
misinformation is actually a foreign operation. 

They do that because it fundamentally undermines our trust in 
the conversations we are having, and it leads to this phenomenon 
today where people think that anyone who disagrees with them, or 
they distrust online may be state-backed. 

We are very careful. It is really important that people under-
stand the nature of this threat, but we also want to make sure that 
we do not hyperbolize it, that people know when there is a State 
actor. That is why whenever we see one of these operations, we re-
port it publicly every time, we disclose it, we provide details and 
analysis on the behavior we saw, and what we can prove about who 
was behind it, and then we share information from it with a third 
party research organization. It may be graphic in some contexts. 
The digital forensics research laboratory, the Atlantic counsel, and 
others so that they can provide their own independent assessment 
of the operation. 

Mrs. RADEWAGEN. Thank you, Mr. Chairman. I yield back. 
The CHAIRMAN. Thank you, Ms. Radewagen. I now recognize Mr. 

Cisneros for 5 minutes. 
Mr. CISNEROS. Thank you, Mr. Chairman. Mr. Goldsmith, I want 

to thank you for your hard work effort, 2 years effort of putting 
this report together. It is very impressive and very informative on 
everything that you have done. 

As you may be aware, in March, I led a bipartisan letter with 
my colleagues to the FBI director, requesting an investigation to 
suspicious VSO accounts on social media that had outnumbered— 
or had been outlined in a Wall Street Journal article. Today, I have 
not received a response from the FBI, through my office has fol-
lowed up on numerous occasions, and we still have not gotten a re-
sponse. For the record, how many times have you requested that 
the FBI or other law enforcement agencies investigate these activi-
ties you documented, and what response have you received? 

Mr. GOLDSMITH. Thank you, Congressman. This is something 
that I think is important and I am glad that you brought it up. The 
FBI has not responded to any of our letters, any of our press re-
leases to this report. As a matter of fact, we have not received a 
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response from any Federal agency whatsoever: not the VA, not the 
Department of Defense (DOD), not the FEC, no one. 

Mr. CISNEROS. All right. Well, thank you for that. That is good 
to know that nobody is acting on this. We should start acting on 
this. 

You also said you worked very closely with Facebook and Twitter 
to address the problems that you outlined in your report. What are 
some of the things that you want these platforms to do that they 
have not done yet? 

Mr. GOLDSMITH. One of the things that we have talked about 
today is the spoofing of certain individuals. If you turn in my re-
port to page 119, there is an Army staff sergeant, who is still in 
uniform. She is also an Instagram influencer. She has a unique 
name. It is kind of easy to find her and her imitations online. 
Someone like her ought to be paid attention to closely by Facebook, 
Twitter, Instagram, any platform that she is using because right 
now I just looked up her name and I found over 23 accounts on 
Facebook alone. 

Someone like her, who is on active duty, who is constantly being 
used as bate for romance scams, ought not to have to worry about 
being contacted by victims who are in love with her, or who think 
that she owes them money. 

Mr. CISNEROS. Mr. Kane, you know, outlined in those reports, 
and there has been numerous articles also throughout, whether it 
be in the Washington Post or any other periodical out there, that 
have said a lot of these agents or these bad actors are coming from 
countries like Macedonia or anywhere else, or maybe Russia, that 
are targeting VSOs or veterans’ pages on your platform, you know, 
if you see—if there is a page out there and it is being adminis-
trated from a foreign country that is targeting, and it is meant to-
ward veteran, is not that a red flag to raise that that is something 
that maybe we should look into this? 

Mr. KANE. Congressman, certainly we look at the behavior be-
hind these accounts. That is how we effectively address this issue 
at scale. That is something that we have invested in heavily. As 
I mentioned, it has resulted in approximately 97 million challenges 
from Twitter just for the first half of this year alone. 

We continue to invest and look at the behavior, look at the sig-
nals behind how these accounts are behaving and potentially tar-
geting people, to include veterans. Again, we take a much more ho-
listic approach so we are not just silencing certain communities 
and we can apply lessons learned across the board. Again, it is 
looking at the signals behind the accounts, as well as potential co-
ordinated behavior, which is a very strong signal that accounts are 
engaging in suspicious activity and that would cause us to look into 
it further. 

Mr. CISNEROS. Mr. Gleicher, the same question to you. 
Mr. GLEICHER. Congressman, we have a proactive sweep, a team 

that has been looking explicitly for financially motivated pages that 
operate from overseas and target U.S. citizens. This includes vet-
erans, but also it includes other situations where we see foreign ac-
tors targeting American citizens. 

We have removed thousands of financially motivated pages like 
this when we see that they are engaged in deceptive behavior, 
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when we see that they are monetizing or deceiving American citi-
zens and particularly attempting to appear as if they are from the 
United States. 

Mr. CISNEROS. What do we do? Do we take those sites down? 
Mr. GLEICHER. Yes. We hunt for them. We expose them. When 

we find them, we remove them from the platform. 
Mr. CISNEROS. All right. My time is wrapping up. I do want to 

say there was another article on there. Hopefully this is not the 
case, and it was one situation, but there was one gentleman, who 
really did not get his page back or the administration back to his 
page until after he agreed to sell—to do ads on his page with 
Facebook. I hope that was a one time situation and is not some-
thing that continually comes up. 

With that, I am out of time, so I yield back my time. Thank you. 
The CHAIRMAN. Thank you, Mr. Cisneros. Mr. Barr, you are rec-

ognized for 5 minutes. 
Mr. BARR. Thank you, Mr. Chairman. Thanks for holding this in-

teresting hearing. I appreciate the witnesses’ testimony and learn-
ing a lot about online scams here today and impersonation. I, 
frankly, was probably not aware that this was widespread of a 
problem as, sir, your report showcases here. 

I think everybody in this room, I would hope, opposes scams, 
inauthentic accounts, fraud, obviously, and the terrible graphic dis-
plays that were described earlier. Certainly, we are very concerned 
about scams and fraud schemes coming from targeting our vet-
erans coming from overseas, foreign entities. 

I do want to ask you, though, how widespread is this? Let me 
direct this question to Mr. Kane and Mr. Gleicher. How widespread 
is this? Is this—you know, in the total universe of accounts and 
posts on Twitter and Facebook, what is the percentage of scams of 
targeted campaigns of false accounts in terms of the percentages? 

Mr. KANE. Congressman, every day, there are more than 500 
million tweets around the world on Twitter. As I mentioned, we 
actioned approximately 335,000 accounts that were permanently 
suspended that were engaging in scamming activity. 

Mr. BARR. Over what time period? 
Mr. KANE. From January 1st to today. 
Mr. BARR. OK. You know, ballpark percentage of fraudulent or 

fake accounts or impersonations in the total Twitter universe. 
Mr. KANE. Congressman, I am a former enlisted infantryman, 

math is not necessarily my strong skill set. I will be happy to fol-
low up for the record in terms of—— 

Mr. BARR. I mean, would you say it is rare? 
Mr. KANE. Certainly, it is not entirely common. 
Mr. BARR. Okay. Facebook, Mr. Gleicher? 
Mr. GLEICHER. Congressman, we have a periodic transparency 

report where we report the fake accounts that we have removed. 
To give you a sense of scale, we removed about 1.7 billion fake ac-
counts in the last quarter. The vast majority, I think 99.8 percent 
of them we removed automatically before any user engaged with 
them, often within minutes of their creation. 

Mr. BARR. That sounds like a lot, certainly, and one is too many. 
Obviously, if there is a scam of our service members or a veteran, 
one is too many. I do want to touch on this issue of if it is—in the 
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grand scheme of things in the social media universe, I do worry if 
there is every a mistake that is made in removing accounts too. I 
think there is a balance that we need to strike. 

My question, as a follow up, is has Twitter or Facebook every 
mistakenly removed an authentic account, which was misidentified 
as an impersonation? Or does that happen all the time? 

Mr. KANE. Congressman, certainly that is not common, but it can 
happen. As we seek to enforce our rules at scale, unfortunately, 
there are occasions where we have made mistakes. Certainly, we 
do allow for an appeals process to address an issue where a mis-
take may be made. 

Mr. BARR. Yes, and I was interested to hear about the content 
moderators and the AI that is used. How do you all prevent in the 
trainings that you all conduct, how do you prevent political bias 
from creeping into content moderation or even your AI systems? In 
other words, you know, we obviously want to prevent scams, but 
we also do not want to have a viewpoint discrimination based on 
a moderator or an AI systems assessment that something is politi-
cally incorrect. How do you avoid censorship, is my point? 

Mr. KANE. Congressman, that is a great question. That is some-
thing that we work every day to ensure that any content moderator 
understands that we are here to serve the public conversation, and 
applying appropriate context in terms of making decision. At no 
point in time will we tolerate or accept any type of bias when these 
decisions are made. We absolutely work with our workforce to en-
sure they receive appropriate training to avoid such issues. 

Mr. BARR. Well, Mr. Gleicher, how would you differentiate an 
inauthentic account or a post versus an authentic account, or a 
post that may reflect views that some may deem politically incor-
rect? 

Mr. GLEICHER. Congressman, when we are talking about 
inauthentic behavior, one of the essential components for us is that 
we are acting based on the techniques or tactics we are seeing, not 
based on what the person is saying. 

I mentioned that we have done 50 of these take downs over the 
course of the last year, all of those take downs are based on pat-
terns of behavior. For example, representing one’s self as an Amer-
ican, when in fact, we can see the account is coming from another 
country, has nothing to do with who the person is or what they are 
saying. Drawing that line is extremely important for us, particu-
larly because of the concerns you are describing, and because we 
know that foreign actors act—one of their techniques is to make 
themselves try to look American and then try to say things that 
are right on the line, which means that if we do not take it down, 
they get their message out; but if we do take it down, then they 
get to stoke the—sort of fuel the perception of bias. 

For us, having behavioral based enforcement is a really impor-
tant component. We couple that with clear, public community 
standards and an appeal system, because we know we will make 
mistakes, to make sure that we can address them when they hap-
pen. 

Mr. BARR. My time has expired, but you all have a tough job. 
Just always remember to err on the side of free speech and not cen-
sorship. I yield back. 
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The CHAIRMAN. Thank you, Mr. Barr. Ms. Rice, you are recog-
nized for 5 minutes. 

Miss RICE. Thank you, Mr. Chairman. Mr. Gleicher, I would just 
like to continue on Mr. Barr’s line of discussion in terms of 
inauthentic versus authentic accounts. Last month, the New York 
Times reported that Facebook detected a massive new Russian 
disinformation campaign. It was targeting parts of Africa, which is 
yet another step in Russia’s relentless efforts to use social media 
to undermine global stability. 

The uniqueness of that situation, however, was that they were 
co-oping African citizens to do that, which made detection of those 
accounts that much more difficult. My colleague, Mr. Barr, was 
kind of—this kind of goes into if there is no clear connection to a 
foreign State or non-State actor, but there is a—it looks, smells, 
tastes like disinformation, how do you address that, because this 
is where they are going. They are doing that here in America now, 
prior to our 2020 elections. 

Mr. GLEICHER. Thank you for the question, Congresswoman. You 
are sort of striking to exactly the heart of this challenge. I would 
say two things. First is we distinguish between disinformation, 
which is content that may be true or false, and inauthentic behav-
ior. In fact, for many of these operations, the majority of what they 
say is not provably false. What we are looking for is deceptive be-
havior and techniques. Whether you are foreign or domestic, if you 
are using fake accounts to mislead people about who you are, that 
is unacceptable. 

The other thing that I would say that is actually interesting, and 
to some degree encouraging, about this latest take down, so we 
identified multiple operations across Africa. The Stanford Internet 
Observatory also identified one, and we worked together with them 
to expose this. 

What we found is that these actors were using locals, and in 
some ways, that could make it more challenging, but it another 
way, it makes it a little easier, because the locals do not have the 
sophistication, the deliberation to conceal their identity. That type 
of technique would not work very well in the United States. The 
reason it would not work as well is because in the U.S., we have 
law enforcement and government teams that are dedicated and fo-
cused on this challenge. If we see foreign actors working with 
locals, those locals could be at significant risk of exposure. So—— 

Miss RICE. You did not see it in Africa, so how are you going to 
see it here? 

Mr. GLEICHER. Congresswoman, we did—I think, in this case, we 
found and proactively exposed and removed these operations. Those 
were ones that we found based on our own—there were three. Two 
of them we found based on our own investigations. One of them 
Stanford found. Working together, we exposed them and removed 
them. In those cases—Congresswoman? 

Miss RICE. No, no, go ahead. 
Mr. GLEICHER. In those cases, one of the challenges is if you do 

not have law enforcement focused on the problem and government 
focused on the problem, you can operate with impunity in these 
countries. Those operations, they used physical newspapers. They 
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used things that were far from social media platforms. That would 
be much more difficult here. 

Miss RICE. You are looking into that happening here as well? 
You are on top of that issue. 

Mr. GLEICHER. We are, and law enforcement is as well, which I 
think is actually extremely important. 

Miss RICE. Good. On that note, two things. How do you deter-
mine when it is—your content moderator is an individual versus an 
AI system versus a proactive detector? 

Mr. GLEICHER. In the case of influence operations, these 50 take 
downs that I have described over the course of the last year, every 
single one of them goes through multiple levels of human review. 
These are sophisticated threat actors. We may see some patterns 
that automated systems use, but these are the things where we 
need human investigators. We have a team of investigators from 
law enforcement, the intelligence community, and actually inves-
tigative journalism to expose these. 

Miss RICE. Is AI the—maybe the technical review, and then 
things are kicked up for human review? Is that how it would go? 

Mr. GLEICHER. We found that AI is—in this context, is particu-
larly useful to surface patterns that help our investigators find the 
threats. You might imagine they are looking for needles in a hay-
stack. AI helps shrink the haystack so they know where to look. 

Miss RICE. Let me just comment on the content moderators be-
cause they are looking at really disturbing stuff. Their job is to look 
at very disturbing stuff every day. My concern is that they are not 
being trained well enough, they are not being supported from an 
emotional standpoint, and it is clear that they are not being treated 
as valued employees from a compensation standpoint. I really think 
it is incumbent upon Facebook to take care of those people who 
have—I mean, it is like PTSD—it is terrible. I am not taking away 
from you, Kris, at all, but like—— 

Mr. GOLDSMITH. No, that is an appropriate—— 
Miss RICE. What they are doing is unbelievably difficult. Also, I 

just have a question for Mr. Kane and for Mr. Gleicher, and I have 
about 13 seconds. Do your platforms voluntarily—you talked about 
sharing data with Federal law enforcement on fraudulent accounts 
when such information is discovered, but do you require law en-
forcement to go through a legal process, i.e. issuing a subpoena? Or 
is there some kind of an agreement—now, I am not asking you to 
violate the Electronic Communications Privacy Act (ECPA) and 
give me any substantive information. I am asking you as a process, 
is law enforcement required to go through this ridiculously time 
consuming process of subpoenaing for information? 

Mr. GLEICHER. Congresswoman, I would say, so there are three 
ways we share with law enforcement. First is they share tips with 
us that we then use to fuel our own investigations. There was a 
really critical example of this just before the mid-terms. That was 
a very good example of collaboration, also with Twitter and others. 

Second, they may come to us and ask for specific evidence about 
individuals. In a case like that, they need to go through lawful 
process and we are very careful to ensure we are protecting our 
users’ privacy. 
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Third, when we are investigating one of these cases, we will sit 
down with them and talk through strategic, here are the patterns 
we are seeing. Here is the type of information we are seeing. We 
will have these higher level conversations that are calibrated, so 
we are not exposing user privacy, but we can fuel their investiga-
tions and they can fuel ours. We are trying to strike that balance. 

Mr. KANE. It is very similar at Twitter. I would really also like 
to thank the cross-industry collaboration with Facebook and 
Google, among others, in terms of making sure that we are all 
working together to share appropriate information to deal with this 
threat. Certainly, we have a very close working relationship with 
our law enforcement partners as well. 

Miss RICE. That is clear. Look, today we are talking about vet-
erans because they are a particularly vulnerable population, but 
every single one of us at some point in our lives is going to have 
this happen to us. It behooves all of us to work together, whether 
it is the private sector, you know, civil society, government, private 
citizen. Thank you very much, all, for being here and thank you, 
Mr. Chairman. 

The CHAIRMAN. Thank you, Miss Rice. Ranking Member Dr. Roe, 
you are recognized for 5 minutes for any closing remarks you may 
have. 

Mr. ROE. Well, at this late in the afternoon, it will not take 5 
minutes. I do want to thank the panel for being here. The beauties 
of social media are that I have a granddaughter that is two and 
a half and I literally have seen a picture of her every day of her 
life because of that, and I am greatly appreciative of that. As op-
posed to when my son, when I was overseas in the Army in South-
east Asia years ago, we had to send a tape of a voice and so it has 
changed and dramatically for the better, I would add. 

You see the statement, ‘‘Roe is dumber than a flat rock.’’ I would 
consider that to be offensive speech that needs to be removed, and 
my opponents would think that that is political free speech. That 
is the challenge you guys have of figuring out what is hate speech, 
what is all—you have a very, very difficult job. 

I would finish by saying, and Mr. Chairman, thank you. This has 
been a great hearing. Many of us in this room, I know at least two 
of you—including myself and Chris here, put a uniform on and led 
this country to protect your right to free speech. I would always err 
on free speech, even if—I have told my newspaper editorials, when 
you write—if it is true and you write it about me, it just happens 
to be your opinion and true. I think that is one of the great things 
about America is our ability to say what we want to as Americans. 

I know you have a tough job with basically the really assault 
that you are seeing from bad actors from overseas, but again, I 
would suggest that you err always on an individual’s liberty and 
free speech. With that, I yield back. 

The CHAIRMAN. Thank you, Dr. Roe. I would like to close with 
a few final thoughts. Today we have learned about a unique and 
growing threat from foreign actors targeting our veterans on social 
media I order to steal their voices, whether for spreading 
disinformation and political propaganda, luring unsuspecting 
Americans into romance scams, or simply engaging in commercial 
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fraud, these predators are all trying to impersonate veterans or 
veteran service organizations. 

Dr. Goldsmith and—Mr. Goldsmith and Dr. Barash have pro-
vided compelling testimony on the scale of these scams as well as 
the harm. It is notable how far, fast, and wide the impact spreads. 
Both Twitter and Facebook have explained their efforts to screen 
for such spoofed accounts, to identify bad actors, and to remove 
them from their respective platforms. 

While I do not doubt their sincerity or their commitment to ad-
dressing this critical issue, I am convinced that more can and must 
be done to protect veterans voices. 

We did not hear from law enforcement today, but an integral 
piece of the solution to this problem lies there. A committee is 
scheduling a closed briefing for our members with—and staff with 
the FBI to learn how they and other law enforcement agencies are 
engaging with social media platforms. Most importantly, we need 
to understand what loopholes, roadblocks, and barriers are imped-
ing a more effective enforcement and protections, and perhaps 
identify an opportunity for legislative action to address any policy 
gaps. 

Today’s hearing has highlighted the existing challenges faced by 
the victims of spoofing for getting fake accounts quickly identified 
or removed. We have also heard from the platforms about all the 
procedures and resources they have directed toward solving this 
problem since 2016 and yet, the data show that spoofing continues 
to rise. Clearly, more must be done. 

There is room for all the parties to collaborate and share more 
information to address these threats in a comprehensive manner, 
rather than the current haphazard approach. I am committed to 
working with Ranking Member Roe, and other members of our 
committee, and our congressional colleagues on both sides of the 
aisle to continue to highlight this issue as we head toward the 2020 
election. 

Again, I thank all of you for attending today. Members will have 
5 legislative days to revise and extend the remarks, and include ex-
traneous material. Again, thank you to all of our witnesses for ap-
pearing before us today. Without objection, the committee stands 
adjourned. 

[Whereupon, at 3:48 p.m., the committee was adjourned.] 
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PREPARED STATEMENTS OF WITNESSES 

Prepared Statement of Kristofer Goldsmith 

Good afternoon, Chairman Takano, Ranking Member Dr. Roe, and distinguished 
members of this committee. We at Vietnam Veterans of America, and I personally, 
are deeply grateful for your decision to hold this hearing, and for your commitment 
to ensuring that America addresses foreign-born cyber threats against service mem-
bers, veterans, our families and survivors. 

My name is Kristofer Goldsmith, and I am Chief Investigator and Associate Direc-
tor for Policy and Government Affairs at Vietnam Veterans of America (VVA). I 
served with the Army’s Third Infantry Division as a Forward Observer, and de-
ployed for a year to Sadr City, Baghdad, in 2005. 

Many of you know me for my work on the issue of helping veterans with bad- 
paper discharges, and for being the young guy representing VVA as we joined with 
our VSO partners to create and advocate for the passage of the Forever GI Bill. In 
an ideal world, these things would still be my primary focus here at VVA. 

VVA gave me the title of Chief Investigator out of necessity. I took on this addi-
tional role when VVA came to realize that we were facing a series of foreign-born 
online imposters who were creating social media accounts and websites that were 
meant to trick our members and supporters. These imposters were, and still are, 
using the name and brand of our congressionally chartered VSO to spread actual 
fake news that is meant to inflame national divisions. 

Since beginning our investigation, we’ve found and exposed election interference 
related to the 2020 Presidential race by these foreign entities. VVA has documented 
what we believe to be campaign finance fraud, with well-known Macedonian crooks 
tricking followers of the Vets for Trump Political Action Committee’s (PAC’s) 
Facebook page into sending political donations overseas via PayPal. These Macedo-
nians had staged a hostile takeover of two pages originally owned by real American 
veterans, and then used them to buildup xenophobic hatred against four women of 
color in Congress and then tie them to Democratic 2020 Presidential candidates. 
They also used these pages to spread disinformation about elections in New York, 
my home State. 

Separately, we discovered a host of foreign entities from Eastern Europe and the 
Asian Pacific selling counterfeit merchandise featuring VVA’s trademarked logo 
alongside racist, political propaganda. 

We’ve found multiple entities from Russia, Ukraine, and Bulgaria, who are pur-
porting to be VVA on Facebook, Twitter, Instagram, Google, and Reddit. 

We’ve been tracking a bot network on Twitter which finds and follows veteran ad-
vocates like myself and my colleagues behind me, and tries to blend in with the vet-
erans’ community by retweeting official government accounts, veterans’ organiza-
tions, and political organizations like the National Rifle Association (NRA). People 
who then follow these accounts get automated messages in broken English with sus-
picious links. 

We’ve discovered that Nigeria hosts a massive organized criminal empire, which 
uses the names and photos of troops and veterans to lure Americans into romance 
scams. Because some of these names and photos are of troops killed in action, their 
Gold Star families are retraumatized as their deceased loved ones continue to be 
used as bait for financial fraud. Some of the victims whose names get used are your 
own colleagues, veterans who serve in Congress. In one example, Congressman Lee 
Zeldin, a fellow Long Islander, had photos of him and his kids exploited to make 
it look like he was a widower in search of new love. 

We’ve done a close analysis of the infamous ‘‘Russian Ads’’ that were released by 
the House Permanent Select Committee on Intelligence. Among them were at least 
113 ads directed at veterans, or which used veterans as props in Russia’s mission 
to divide Americans. Facebook’s micro-targeting allowed these Russian entities to 
specifically target the followers of American Veterans (AMVETS), Disabled Amer-
ican Veterans (DAV), Iraq and Afghanistan Veterans of American (IAVA), Paralyzed 
Veterans of American (PVA), Vietnam Veterans of American (VVA), Wounded War-
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rior Project (WWP), and a host of veterans’ organizations which operate on the polit-
ical spectrum, like Concerned Veterans for America (CVA) and Vietnam Veterans 
Against War (VVAW). At least two of these ads on Instagram featured a friend of 
mine, an advocate for veterans and service dogs. Those of you who have been on 
this committee for a while knew Captain Luis Carlos Montalvan and his canine, 
Tuesday. Our friend died by suicide in December 2016, but he lives on as evidence 
of Russia’s insidious campaign against us. 

If the committee would indulge me for a moment—Would those who are in this 
room who remember reports from 2015 of the so-called Cyber-Caliphate, an affiliate 
of ISIS, sending threatening messages to military families—please raise your hand? 

Thank you. Now, who among you, in this time of rapid-fire breaking news that 
has overwhelmed us all, has had the opportunity to read the follow-up stories which 
revealed that these terroristic threats were actually made by Russian hackers who 
were pretending to be ISIS? 

It’s important to note that the military families were not chosen at random. One 
was a reporter at Military.com; the others were prominent members of the commu-
nity of military and veteran advocates. I want to emphasize this point—Russian 
hackers who were pretending to be ISIS sent terroristic threats to advocates and 
reporters who appear before, or report about, this committee. And in the flurry of 
news, it seems like hardly anyone knows that this even happened. 

We’ve detailed our findings in a 191-page report that’s publicly available on our 
website, https://vva.org/trollreport/ which we at VVA encourage all of you to read. 
How VVA Discovered the First Imposter Organization 

On or about August 17, 2017, in helping VVA’s Communications Director manage 
our social media accounts, I found a Facebook page that was using the name ‘‘Viet-
nam Vets of America.’’ The person or people behind it eventually built an online fol-
lowing twice the size of our own, eventually reaching nearly a quarter of a million 
followers, using VVA’s trademarked logo as their page’s first profile photo. 

At first, when I saw that the website address was ‘‘vvets.eu,’’ I thought that this 
was a member or VVA chapter somewhere in Europe. With a membership of 86,000 
strong and growing, we’ve got members all over the world who use social media to 
keep in touch with their sisters and brothers in arms, and they build their own 
websites to organize for their chapters. I figured that since they were doing such 
a great job with the page—posting engaging content, high-quality videos, and news 
relevant to veterans—that perhaps we should reach out and offer them a job. 

After following the page with my personal Facebook account, I noticed a story that 
they posted on their website about the President proposing a budget which would 
cut certain veterans’ benefits in order to expand access to private care. This link 
was paired with a post on the Facebook page bearing VVA’s name and logo calling 
for action and for followers to express their outrage, and to share the story with 
their friends. The story went viral, reaching thousands and thousands of veterans. 

This article was a true story. Stars and Stripes reporter Nikki Wentling, whom 
many of you on the committee know personally, wrote it when President Trump had 
introduced his first budget in May 2017. But it was now September 2017. The 
admins behind the Facebook page and website had plagiarized the article word-for- 
word on their website, and just changed the date to make it look immediate and 
urgent—so that they could gin up anger against the new President and send our 
members, aging Vietnam Veterans, many with serious health issues, into a panic. 

As someone who works on veterans’ policy for a living, I was able to quickly recog-
nize this as what we call falsified news - that the page had taken an old story and 
made it look new for nefarious purposes. But most veterans don’t follow politics and 
policy the way that I do, and they had good reason to be upset when they saw what 
looked like a trusted source—what looked like VVA—sharing an urgent update 
about a proposed cut to benefits. 

Once VVA realized that the page did not have the best interests of our members 
in mind, VVA’s Communications team filed complaints through Facebook’s standard 
reporting tools, and reported every use of our trademarked logo. The admins of the 
page responded to our reporting them by quickly removing all instances of our logo 
from their page so that they were no longer in violation of Facebook’s terms. 
Facebook told us after we filed additional complaints that the use of the name ‘‘Viet-
nam Vets of America’’ and their imitation of our organization was not a violation 
of their terms of service, and that it was up to us to educate our membership on 
what our real page looks like. 

The idea that VVA should on our own train 86,000 seniors living all over the 
world how to differentiate real and imposter Facebook pages is preposterous. Be-
cause Facebook’s regular reporting and complaint functions were a dead end, we ap-
pealed to the media to raise awareness for the issue of the imposter page. By a 
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stroke of luck, one of those stories came out immediately before representatives of 
Facebook were scheduled to testify before several congressional committees. Mem-
bers from both chambers addressed these Facebook officials directly about the im-
poster VVA page. They replied that they knew nothing of it, yet the page was taken 
down within 24 hours. 

Later VVA established contact with Facebook’s Threat Intelligence Team, and 
they were much more helpful to us in taking down any abusive content that we 
flagged for them. But the information-sharing only went in one direction—we would 
find what looked to us to be foreign-born scammers and/or influence campaigns, and 
Facebook would take action—but Facebook representatives were telling us that 
their user-privacy agreement prohibited them from letting us know anything about 
what we found. 

In reporting abusive content this way, without information being shared by both 
parties, VVA was essentially acting as an unpaid consultant for Facebook. 
How the Investigation Got Started 

In February 2018 we discovered another imposter VVA page, which was using the 
name ‘‘Vietnam-Veterans.org,’’ and sharing links to the same content that we had 
seen months earlier on a new website. It was clear that this was the same actor, 
but they had developed a new logo, adjusting their ‘‘brand’’ to look more legitimate. 
We then discovered that the same entity had created accounts with the same brand-
ing on Twitter and Instagram. So, we started digging deeper. Then we found a 
Facebook page called ‘‘Nam Vets,’’ which was also being operated by the same enti-
ty. Except this page wasn’t a new one—it had been created in 2015, using VVA’s 
logo as its profile photo. The page had been dormant, apparently since the original 
‘‘Vietnam Vets of America’’ page was more successful in building a massive fol-
lowing. 

At this time, Facebook did not yet display the country of origin of the admins of 
Facebook pages, but we could tell that this was likely a persistent foreign entity be-
cause of grammatical errors in posts that are typical of non-native English speakers. 

When we discovered that the troll had forgotten to anonymously register the new 
‘‘Vietnam-Veterans.org’’ website, we were able to trace this entity back to Plodiv, 
Bulgaria, and a person using the name or pseudonym ‘‘Nikola Mitov,’’ and the email 
address ‘‘forthevets1000@gmail.com.’’ Mitov had—and in some cases still has—a 
presence on Facebook, Twitter, Instagram, Google, and Reddit. All accounts were 
primarily focused on deceiving and exploiting American veterans. 

On these websites, the Bulgarian imposter would frequently plagiarize real stories 
from reporters, including those of the reporters in this room during this hearing, 
about legislative proposals that would negatively affect some of VVA’s members. 
They would change the dates on particularly inflammatory stories to make it appear 
as if you—the members of the House Committee on Veterans Affairs—were con-
stantly trying to cut essential veterans benefits. 

Rather than hand this information over to Facebook, which would have likely re-
sulted in the immediate closure of the offending accounts, we began documenting 
the activity of the pages and studying them. We prepared a brief on our findings 
for Congress and the Federal agencies that we believed should be concerned with 
the issue of imposter Veteran Service Organization (VSO) accounts being created by 
foreign entities. In March and April 2018 VVA sent this brief as letters to the De-
partments of Justice, Veterans Affairs, Homeland Security, and Defense, as well as 
to the Federal Bureau of Investigation (FBI). We’ve called on the DOD and VA to 
coordinate in efforts to inoculate troops and veterans against these hostile cyber 
campaigns. 

To date, we have not received a response from any office from the Executive 
branch. 

Several Members of Congress cited our brief during hearings which featured 
Facebook CEO Mark Zuckerberg and other high-ranking representatives of the com-
pany as witnesses. Again, Facebook’s representatives claimed ignorance of the issue 
of imposter VSO pages, and the new pages were quickly brought down after law-
makers confronted Facebook. 
Why Service Members, Veterans, and Our Families Are Targeted 

From the perspective of our adversaries, our community is an economically effi-
cient target for influence campaigns. Veterans are more likely than any other demo-
graphic in the US to vote, run for office, and motivate others to vote. Our opinions 
and political beliefs are generally highly respected across the entire political spec-
trum, and as a result, our behavior often influences the behavior of those around 
us. In many cases, as a veteran votes, so does her family and circle of friends. 
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In instances of financial fraud or romance scams, foreign criminals are exploiting 
the general sense of trust that the American people have in those who serve in uni-
form. People put their guard down when they are interacting with someone who is 
serving the country, and that includes when they’re interacting online. There is a 
large organized crime ring based in Nigeria that recognizes this, and has built an 
industry around stealing veterans’ identities for use in financial scams. These men 
in Nigeria proudly call themselves ‘‘Yahoo Boys,’’ a nickname that came about in 
the 1990’s from e-mail scams from supposed ‘‘Nigerian Princes’’ who offered huge 
deposits in exchange for private banking information. 

These criminals frequently steal veterans’ deployment photos and use them to cre-
ate online social media profiles. They then use those imposter profiles to enter on-
line groups which are made for grieving Gold Star families. These predators know 
that with a military death comes a large life insurance payout, so they use these 
stolen identities to comfort widows and widowers, offering love and attention to peo-
ple who need it most. After weeks or months of grooming a victim, forming what 
the victim believes to be a romantic relationship, the scammers will make up stories 
about being in desperate financial situations. With their minds clouded by loneliness 
and grief, victims will often send large sums of money believing that they’re helping 
a service member in need fly across the world so that they can finally meet. Then 
the scammers doctor photos of plane tickets and send them to victims. Victims often 
end up waiting at an airport for hours before they come to realize that the love that 
they had felt for someone was a lie. 

News reports have documented several cases in which victims of these scams die 
by suicide after realizing that they were tricked into giving away their life-savings. 
Foreign Entities Using Veterans as Props in the 2020 Election 

Our full report documents several ways that American veterans and service mem-
bers are used by foreign entities to influence the political beliefs and behavior of 
the American public. This summer, VVA discovered that the Facebook page ‘‘Vets 
for Trump,’’ a digital property of the ‘‘Vets for Trump PAC, LLC,’’ was run entirely 
by foreign entities. 

Infamous Macedonian trolls, the Arsov brothers, who had previously been outed 
for publishing fake news supportive of Donald Trump’s candidacy by American press 
and Macedonian anti-corruption groups in the wake of the 2016 elections—were the 
ones who had control of the ‘‘Vets for Trump’’ Facebook page until mid-August 2019. 
The Macedonians took control of the page when it had around 110,000 Facebook fol-
lowers, and while publishing vile racist, xenophobic, and islamophobic content, in-
creased their following to around 131,000 followers. In this time they posted 
disinformation regarding voter eligibility, attacked Democratic Presidential can-
didates, and promoted the candidacy of President Donald Trump. The Macedonians 
frequently targeted freshmen Congresswomen Ocasio-Cortez, Omar, Tlaib, and 
Pressley, ginning up ethic-based hatred and fear—and then tying them to Demo-
cratic Presidential candidates. 

The Macedonians also engaged in what VVA believes is campaign fraud, soliciting 
political donations from victims who sent messages to the page offering to support 
the ‘‘Vets for Trump’’ PAC. 

These Macedonians claimed to VVA and to the Washington Post that this was 
‘‘just business,’’ and a money-making venture, but there is little evidence to support 
this claim. They were not selling merchandise or posting links to ad-filled websites. 
They were not openly soliciting donations. They kept original the ‘‘Vets for Trump 
PAC’s’’ website embedded within the Facebook page. Their true motivations of the 
Macedonians who stole the ‘‘Vets for Trump’’ page and then used it to interfere with 
American domestic politics remains unclear, and looks to have cost more to run than 
they could have made via the occasional illegal ‘‘donation.’’ 

Although followers of the ‘‘Vets for Trump’’ page could, in theory, click on the 
‘‘page transparency’’ link to see that the page was exclusively under the control of 
people outside the United States—few, if any, did. These foreigners didn’t only fool 
lay-people whose lives aren’t focused on politics, policy, and campaigns. Followers 
of the ‘‘Vets for Trump’’ page who didn’t seem to notice that it was controlled by 
foreign entities included a member of the New Hampshire House of Representatives 
and former Trump campaign surrogate, as well as the inaugural chairman of GOP 
Vets. 

This is just one example of the politically manipulative foreign-born entities that 
we found during our investigation. VVA has identified over 100 Facebook politically 
focused pages which produce content targeting veterans which we have either con-
firmed of having, or we suspect of having foreign admins. Another, ‘‘Vietnam Vet-
erans Advocacy Group,’’ had more than 100,000 followers and posted explicitly pro- 
Obama and anti-Trump content. We’ve found scores of additional social media ac-
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counts across Facebook, Twitter, and Instagram which have essentially kept the di-
visive ‘‘Russian ads’’ alive by reposting them as organic content. On Facebook pages 
with fewer than 100,000 followers, admin locations aren’t automatically revealed. 
Twitter, Instagram, Snapchat, and other social media platforms don’t require admin 
locations to be revealed at all. 

Conclusion 
This committee must help service members, veterans, and our families resist the 

influence of foreign disinformation campaigns and efforts to divide us along partisan 
lines. In order to accomplish this, the committee must help us to rally a whole-of- 
government response to address these issues. 

The committee must require the VA to take efforts to shield veterans from finan-
cial fraud, spear-phishing, and other cyber threats. Cyber Hygiene must be consid-
ered a critical aspect of veterans’ overall health needs in the 21st Century, and the 
committee should encourage the White House to create the position of Deputy As-
sistant Secretary of Cyber-Health, a political appointee who this committee can hold 
accountable for modernizing the VA’s approach to ensuring that veterans’ healthcare 
enters the digital age. 

In recognition of the fact that our service makes us targets of foreign adversaries 
long after we remove our uniforms, this committee should empower the VA to offer 
a lifetime of access to complementary cyber-security software to veterans, and ex-
pand identity-theft insurance and credit monitoring to all who have served. 

Social media companies must be held accountable for imposing a cost on VVA, 
other veterans’ organizations, and individual veterans, who through their ineffective 
policies are forcing us to constantly monitor their platforms for criminals seeking 
to victimize Americans by exploiting our trusted brands and personal identities. 

The committee should commission a study on the physical and mental-health ef-
fects of cybercrimes and propaganda campaigns that are directed at veterans. The 
Committee should pass legislation to aid veterans who have fallen victim to 
cybercrime. 

On behalf of Vietnam Veterans of America, we thank you for your attention to 
this very serious issue. 

VIETNAM VETERANS OF AMERICA 

Funding Statement 
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The national organization (VVA) is a non-profit veterans’ membership organiza-
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Kristofer Goldsmith 

Kristofer Goldsmith joined the policy and government-affairs team at in May 
2016. In his role, he advises Members of Congress and the administration on the 
implementation of policy regarding post-9/11 American veterans. 

Mr. Goldsmith was born in New York and joined the Army to serve as a forward 
observer with the Army’s Third Infantry Division shortly after the Sept. 11, 2001, 
terrorist attacks. He deployed with Alpha Company of the Third Battalion, 15th In-
fantry Regiment, in support of Operation Iraqi Freedom for the year of 2005. Since 
separating from the Army with a General Discharge after surviving a PTSD-related 
suicide attempt, Mr. Goldsmith has become an advocate for veterans with PTSD and 
those with less-than-honorable discharges. Twelve years after his separation from 
the military, the Army corrected his discharge characterization to Honorable. 
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As a disabled student veteran using the VA’s Vocational Rehabilitation program, 
Mr. Goldsmith found an opportunity both to recover from PTSD and to continue 
serving his fellow veterans. At Nassau Community College (NCC), he established a 
million-dollar veteran-resource facility, which serves as a center for hundreds of stu-
dent veterans. After 2 years as president of NCC’s Student Veterans of America 
chapter, he transferred to Columbia University’s School of General Studies to pur-
sue a bachelor’s degree in political science. 

Mr. Goldsmith is the founder and president of High Ground Veterans Advocacy, 
a 501c3 not-for-profit, which partners with military and Veterans Service Organiza-
tions to train veterans to become grassroots advocates and leaders in their local 
communities. High Ground Veterans Advocacy was recognized in 2016 by HillVets 
as one of the Nation’s top new veteran’s organizations. 

Since 2017, Mr. Goldsmith has been investigating foreign entities that target 
troops, veterans, and their families online. He believes it is the responsibility of to-
day’s young veterans to keep the motto of VVA alive: ‘‘Never again will one genera-
tion of veterans abandon another.’’ 

Prepared Statement of Vladimir Barash 

Chairman Takano, Ranking Member Roe, and distinguished members of this com-
mittee: thank you for holding this hearing today, and for inviting me to contribute 
on the topic of digital threats targeting service members, veterans, and their fami-
lies. 

I am the Science Director of Graphika, a network analysis company that examines 
how ideas and influence spread online. In this capacity, I oversee our work with De-
fense Advance Research Project Agency (DARPA) and with our colleagues from lead-
ing academic institutions on developing and applying cutting edge methods and al-
gorithms for detecting the manipulation of 21st Century networked communications. 
This is a problem I have been working on for many years. 

My Ph.D. dissertation at Cornell demonstrated how an idea can reach ‘‘critical 
mass’’ simply by gaining enough supporters in the right online communities—no 
matter how true or false it is. Even the most outlandish rumor that reaches critical 
mass will go viral and become extremely difficult to disprove. This dissertation, 
using simulated network behavior, demonstrated some fundamental mechanisms ex-
plaining how truth and falsehood alike go viral. In the years since, at Graphika, I 
have had the opportunity to apply these and other models in studying a wide array 
of real disinformation campaigns, including the work we did with our Oxford Uni-
versity colleagues for the Senate Select Committee on Intelligence, analyzing the 
Russian disinformation campaigns surrounding the 2016 U.S. Presidential election.1 

Our work on Russian interference, along with numerous other campaigns we’ve 
detected, investigated, and analyzed, point to the insidious effects of sophisticated 
disinformation campaigns on individual citizens, on our social cohesion, and on our 
trust in factual and unbiased news and information required for democracy to func-
tion. 

Disinformation on social media and information operations conducted by sophisti-
cated actors came to broad public attention in the wake of the 2016 U.S. Presi-
dential election but have been going on longer than most people realize. In the past 
few years, foreign information operations have targeted divisive political issues 
within American society and have sought to manipulate and divide political and so-
cial communities. Unfortunately, our military service members and veterans are no 
exception. 

These operations are rapidly evolving. Early campaigns we observed and analyzed 
targeted individuals online at random, using easily discoverable methods; newer 
methods target specific communities, embed sock-puppet personas in them, and use 
sophisticated ‘‘cyborg’’ approaches that synergize large-scale automated operations 
with precisely crafted disinformation injection and hijacking efforts by human oper-
ators.2, 3 The goal of these operations is not simply to ‘‘go viral,’’ or to have a high 
‘‘Nielsen Score,’’ so to speak, but rather to influence the beliefs and narratives of 
influential members of key communities active at the wellsprings of social and polit-
ical ideas. The effects of these operations aren’t confined to the digital space: by tar-
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geting individuals directly, and by leveraging social media to organize offline events, 
they seek to produce chaos and harm in the homes and streets of our country. 

These online campaigns have long targeted the U.S. veterans and military service 
members community, who represents a target of interest for both foreign operators 
and commercial disinformation actors. U.S. veterans and members of our military 
are highly respected members of society who ‘‘positively influence their country and 
their community.’’ 4 At the same time, they are considered a ‘‘vulnerable population 
in the context of the digital divide.’’ 5 Common topics of discussion in U.S. veteran 
communities include mental and physical health issues, separation from military 
service, and reintegration into civilian life 6: those are all topics we have seen mali-
cious campaigns target and engage with in order to manipulate the U.S. veterans 
community. 

I would like to highlight a few important points that I have learned throughout 
my work examining social media threats targeting veterans on social media over the 
past few years. 
1. The U.S. veterans community is often a target of state-sponsored foreign 

information operations 
Foreign information operations against our men and women in uniform are a per-

sistent threat, ongoing since at least 2011.7 These operations are not isolated to one 
channel: they have played out on social media messages,8 including Twitter, 
Facebook, and LinkedIn; on social media advertisements 9; and on alternative 
websites and news media focused on the veterans community. 

These operations are surgically precise, targeting influential people and organiza-
tions in the veteran community. Veterans-focused publications have unwittingly 
published articles authored by false personas created by foreign intelligence serv-
ices, such as the Russian persona ‘‘Alice Donovan.’’ 10 Foreign information operations 
have also targeted the spouses of veterans,11 exploiting the family connections of 
those who serve our country for their own malicious ends. 

Last but certainly not least, these operations show no signs of stopping. Howard 
et al.12 demonstrate that information operations by just one agency operated by one 
foreign actor—Russia’s Internet Research Agency—increased dramatically after the 
2016 US Presidential elections. Similarly, Spaulding et al.13 say ‘‘the volume and 
intensity of these aggressive [information] operations have grown since 2016 and 
show no signs of abating.’’ Our analysis of foreign information operations on Twitter 
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released by Gadde and Roth 2018,14 focusing specifically on operations against U.S. 
military and veterans, confirms previous finding and demonstrates the involvement 
of multiple State actors in targeting the U.S. veterans community.15 Russia and 
Iran are the most prominent State actors in this context, but recent work 16 has 
identified additional State actors, such as China and Saudi Arabia, using informa-
tion operations to target communities and topics of interests. 
2. These operations seek to divide and weaken the veterans communities 

and sometimes go hand in hand with sophisticated cyber attacks 
Spaulding et al.17 observe that foreign attacks on U.S. veterans, including Rus-

sian state-sponsored news outlets media such as Russia Today, ‘‘use misleading and 
divisive questions about the U.S. government’s military and veteran policies to fur-
ther amplify and exploit the existing frustrations in the veteran community.’’ These 
attacks exploit ‘‘societal cleavages’’ in U.S. veterans and military communities and 
work ‘‘to promote narratives that ‘the system,’ and thus democracy, is irrevocably 
broken.’’ Our analysis of foreign information operations on these communities con-
firms this observation. 

We present a few example posts to illustrate these tactics of division and exploi-
tation. We also welcome the transparency efforts of the platforms in this area, nota-
bly Twitter and Facebook, who, since 2017, have publicly released archives of posts 
and messages crafted by foreign actors and used in information operations. Together 
with our colleagues at the German Marshall Fund, we have created the ‘‘Informa-
tion Operations Archive’’ online portal, enabling users to better navigate and ana-
lyze these archives 18. 

Figure 1. Screenshot: IRA-controlled Facebook page seeking to engage viewers 
through interactive or divisive memes.19 
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Figure 2. Screenshot: Both images are from a Russian-backed Facebook group 
called Stop A.I. (Stop All Invaders).20 

My team and I also analyzed the topics of posts from information operations 
datasets released by Twitter, again focusing on posts that target U.S. veterans and 
military. Unsurprisingly, many of these topics are focused on veterans and the mili-
tary. Quantitative analysis 21 allows us to extract salient topics in the set of mes-
sages used by foreign actors to target the veterans community, which we found to 
be primarily belonging to three themes: 

• Messages related to being homeless and getting help 
• Messages related to post-traumatic stress disorder and trauma 
• Messages related to supporting our troops 

The last topic especially mixes generally positive statements like supporting vet-
erans and troops (and a reference to Red Friday, an event to remember deployed 
troops) with calls to attack, take, and ‘‘wake up’’—indicating that the information 
operation involves hijacking the supportive messages to call for violence. Hijacking 
conversations to promote a particular message is often used in Internet culture and 
has been borrowed by foreign actors such as Russia in order to dominate key con-
versations at home and abroad.22 The Appendix includes key words for each topic 
discovered in the Twitter datasets, broken down by dataset. 

The divisive and debilitating tactics of these operations are not limited to subver-
sive messages posted on social media. In the cyber domain, attacks against our 
troops manifest as malware and phishing campaigns, for instance targeting veterans 
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looking for employment.23 The pairing of disinformation with cyber attacks dem-
onstrates the sophistication of these operations, which aim to manipulate our vet-
erans through multiple channels simultaneously and negate the utility of any single 
defense against their efforts. 
3. Commercial disinformation operations and online ‘‘scammers’’ are also 

targeting the US veterans community 
Today’s disinformation landscape is an open playing field, with State and non- 

State actors having equally demonstrated interest and ability to engage in malicious 
behavior. As Goldsmith demonstrates, Russian foreign actors are not the only enti-
ties targeting our veterans. The Macedonian national Panche ‘‘Pane’’ Arsov pur-
chased the Facebook page ‘‘Vets for Trump’’ after it had been compromised and sto-
len from its legitimate, American creators. Mr. Arsov grew the page’s audience from 
120,000 to 130,000 followers between April and mid-August 2019. Mr. Arsov is 
known to be one of the key figures of the Macedonian ‘‘Fake News industry’’ who 
‘‘worked closely with two high-profile American partners for at least 6 months dur-
ing a period that overlapped with Election Day’’ 24 in 2016. During the period when 
Arsov controlled Vets for Trump, the page posted images and text on the subject 
of American politics. These images were supportive of Russian President Vladimir 
Putin, hostile to law enforcement, and ‘‘us[ed] racist ‘‘dog whistles’’ (or subtly coded 
language), Islamophobic tropes, and dehumanizing language to incite division 
among the MilVets community.’’ 

Mr. Arsov is not an outlier when it comes to manipulating American veterans. Mr. 
Goldsmith discovered 41 Facebook pages targeting our service members with at 
least some foreign administrators. These pages had a combined audience of mil-
lions.25 Kris Goldsmith also discovered efforts to scam our veterans using platforms 
such as Instagram and Snapchat. Foreign commercial disinformation operations 
that take advantage of those who have given our country so much, for political or 
commercial ends, are a rapidly growing cottage industry that seeks to recruit our 
veterans into campaigns run from abroad and to profit off our veterans as they re-
integrate into civilian life. 
4. These operations intersect with domestic hyperpartisan and conspira-

torial content 
Gallacher et al.26 found 2,106 well-connected, active U.S. veterans and military 

accounts on Twitter following or mentioning accounts for three prominent alter-
native hyper partisan media outlets (‘‘junk news’’ 27 in the study) that are reported 
to show links with Russian-origin content. 

The precise targeting of these messages enables them to reach a large audience 
far beyond the initial set of targeted actors. For instance, our analysis of the 2,106 
Twitter accounts identified in Gallacher et al.28 shows their combined audience ex-
ceeds 5 million accounts.29 Information operations targeting these 2,106 accounts 
can take advantage of their large Twitter following to expose millions of users to 
disinformation—an incredibly powerful multiplier effect. 

The structure of our own public sphere creates the cracks through which bad ac-
tors target us. Gallacher et al.30 showed that disinformation operations spread to 
our veterans and military service members not directly from Russia or other foreign 
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actors but mediated via American conspiracy theory communities, both on the right 
and on the left. Domestic conspiracy theory accounts act as perfect amplifiers for 
foreign disinformation content, pushing it to a larger audience of Americans and sit-
uating it in a familiar context, where it is more believable. Technical features of our 
social media platforms, such as recommendation algorithms, strengthen these path-
ways even further: in the absence of consistent disinformation detection and re-
moval, users can follow platform recommendations down virtual ‘‘rabbit holes’’ from 
personal interests to domestic conspiracy theories to foreign information oper-
ations.31 
Conclusion 

Proactive detection and transparency efforts by social media platforms in the last 
two years have allowed us to access the data and information necessary to shed 
light on the nature of information operations against our veterans and military serv-
ice members. But, as a scientist, my inclination is also to highlight some of the key 
known unknowns of this topic. When it comes to the scope of operations, the data 
available so far allows for a piecemeal analysis approach to a multi-faceted oper-
ation. When it comes to the impact of operations, we need to answer the crucial 
question of how simple metrics related to reach and engagement, such as follows, 
retweets, and page clicks, translate to the changing of hearts and minds. The best 
way to answer this question is to conduct a causal analysis 32 to understand how, 
and to what extent, online information operations change our veterans’ beliefs and 
actions. Such an analysis is extraordinarily challenging, because it must take into 
account both the direct and indirect effects of disinformation, in both online and off-
line operations, yet it is the most rigorous method to make accurate determinations 
about the true effectiveness of these operations. 

What we do know, however, clearly demonstrates that we need a whole of society 
approach to protecting and supporting the communities most targeted by foreign ac-
tors online. Our press and educational institutions could provide resources and fact- 
checking efforts specifically serving American veterans. Research institutions can 
fund, and researchers can develop, community-focused disinformation detection and 
deterrence approaches. Our social media platforms can continue to take action to 
protect and support vulnerable communities online. Our law enforcement agencies 
can identify and deter precision threats. Last but not least, legislators can pass laws 
to protect and support our veterans online. Only by acting in concert can we stop 
a concerted threat to the troops who have fought, and still and always will fight, 
for our freedom. 
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Prepared Statement of Kevin Kane 

Chairman Takano, Ranking Member Roe, and Members of the Committee: Thank 
you for the opportunity to appear before you today. 

The purpose of Twitter is to serve the public conversation. We serve our global 
audience by focusing on the needs of the people who use our service, and we put 
them first in every step we take. People from around the world come to Twitter to 
engage in a free exchange of ideas. We must be a trusted and healthy place that 
supports open democratic debate. 

Twitter facilitates and amplifies the voices of veterans, both online and in our 
workforce. Our efforts to connect all communities online—including the veterans’ 
community—enables advocacy of their issues and raises awareness of their needs. 
Within the company, Twitter demonstrates a strong commitment to honoring vet-
erans by attracting, hiring, and retaining veterans and military families. 

Over the past 3 years, Twitter has launched initiatives through partnerships with 
nonprofits to socialize career opportunities as well as to improve resume and inter-
view skills for veterans and their families. It is not only a priority to get veterans 
in the door, but also to hire them at levels recognizing their experience gained while 
serving in uniform. Our commitment is not solely limited to hiring. Our business 
resource group for veterans and military families, @TwitterStripes, works each day 
to share the veteran community’s story both inside our offices and out. This group 
delivers programming that helps our employees understand the pride and challenge 
of service. 

The commitment to Twitter’s efforts to support veteran causes and our employees 
with service backgrounds comes from the top, with our executives acting as model 
allies. As a result, our employees support the veteran community both in the work-
place and on the platform. Some examples include: large turnouts to raise aware-
ness and funds for the veteran suicide epidemic in a 22 push-up challenge; spon-
soring teams and running the Marine Corps Marathon; hosting senior military lead-
ers as speakers at employee events; and donating—with corporate matching—to vet-
eran nonprofit organizations. 

We also have close relationships with the U.S. Department of Veterans Affairs 
(VA) and advise the agency on best practices to leverage the power of Twitter to 
better serve veterans who are at risk for committing suicide. Twitter representatives 
presented at a conference on this topic hosted by the VA and the Substance Abuse 
and Mental Health Services Administration (SAMHSA) within the U.S. Department 
of Health and Human Services in July 2019. In September, we supported the VA’s 
suicide prevention campaign by creating a custom emoji for the #BeThere hashtag 
to elevate this important initiative on Twitter. 

We appreciate the ongoing dialog we have with this Committee, and we share 
your concern about malicious efforts to manipulate the conversation on our service. 
While our work in improving the health of the conversation is never done, I look 
forward to discussing our progress to date with the members of this Committee, 
which will focus on: (1) lessons learned from global elections; (2) our voluntary re-
leases of state-backed information operations; and (3) our efforts to safeguard the 
conversation, including updates to our rules governing election information, political 
advertising, and financial scams. 

I. LESSONS LEARNED FROM GLOBAL ELECTIONS 

The public conversation occurring on Twitter is never more important than during 
elections, the cornerstone of democracies across the globe. Our service shows the 
world what is happening, democratizes access to information and—at its best—pro-
vides people insights into a diversity of perspectives on critical issues in real time. 
We work with commitment and passion to do right by the people who use Twitter 
and the broader public. Any attempts to undermine the integrity of our service are 
antithetical to our fundamental principles and erode freedom of expression, a core 
value upon which our company is based. This issue affects all of us and is one that 
we care deeply about as individuals, both inside and outside the company. 

Twitter engages in intensive efforts to identify and combat state-sponsored and 
non-State sponsored hostile attempts to abuse our platform for manipulative and di-
visive purposes. We possess a deeper understanding of both the scope and tactics 
used by malicious actors to manipulate our service and sow division across Twitter 
more broadly. Our efforts enable Twitter to fight this threat while maintaining the 
integrity of peoples’ experience and supporting the health of conversation on our 
service. 

Our work on this issue is not done, nor will it ever be. It is clear that information 
operations and coordinated inauthentic behavior will not cease. These types of tac-
tics have been around for far longer than Twitter has existed—they will adapt and 
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change as the geopolitical terrain evolves worldwide and as new technologies 
emerge. As such, the threat we face requires extensive partnership and collabora-
tion with government entities, civil society experts and industry peers. We each pos-
sess information the other does not have, and our combined efforts are more power-
ful together in combating these threats. 
A. Retrospective Review of 2016 U.S. Elections 

In the fall 2017, we conducted a comprehensive retrospective review of potential 
service manipulation activity related to the 2016 U.S. election. This analysis was 
divided into two parts: (1) a review of organic activity that included investigations 
into both the Russian Internet Research Agency specifically and broader malicious 
automation originating in Russia; and (2) a comprehensive review of promoted elec-
tion-related Tweets linked to Russia. First, to better understand the nature of the 
threat of malicious automation and identify ways to address future attempts at ma-
nipulation, we examined activity on the service during the 2016 election period. We 
focused on identifying accounts that were automated, potentially linked to Russia, 
trying to get unearned attention, and Tweeting election-related content, comparing 
activity by those accounts to overall activity on the service during the election as 
a baseline. 

As we reported in January 2018, we identified 50,258 automated accounts that 
were Russian-linked and Tweeting election-related content, representing less than 
two one-hundredths of a percent (0.016 percent) of the total accounts on Twitter at 
the time. Of all election-related Tweets on Twitter during that period, these mali-
cious accounts constituted approximately 1 percent (1.00 percent), totaling 2.12 mil-
lion Tweets. Additionally, in the aggregate, automated, Russian-linked, election-re-
lated Tweets from these malicious accounts generated significantly fewer impres-
sions (i.e., views by others on Twitter) relative to their volume on the service. Twit-
ter is committed to ensuring that promoted accounts and paid advertisements are 
free from bad faith actors, including foreign State actors seeking to manipulate our 
service. 

We also conducted a comprehensive analysis of accounts that promoted election- 
related Tweets on the service throughout 2016 in the form of paid ads. We reviewed 
nearly 6,500 accounts and our findings showed that approximately one-tenth of 1- 
percent (0.01 percent)—only nine (9) accounts—were Tweeting election-related con-
tent and linked to Russia. The two most active accounts out of those nine were af-
filiated with Russia Today (‘‘RT’’), which Twitter subsequently barred from adver-
tising on Twitter. And Twitter is donating the $1.9 million that RT spent globally 
on advertising to academic research into initiatives related to elections and civic en-
gagement. The recipients of those funds include: the Kofi Annan Foundation’s Glob-
al Commission on Elections, Democracy, and Security; the Atlantic Council; First 
Draft; the EU Disinfolab; and the Reporters Committee for Press Freedom. 
B. Ongoing Efforts to Safeguard Elections 

The process of investigating suspected foreign influence and information cam-
paigns is an ongoing one. Although the volume of malicious election-related activity 
that we could link to Russia in 2016 was relatively small, we strongly believe that 
any such activity on Twitter is unacceptable. We remain vigilant about identifying 
and eliminating abuse on the service perpetrated by hostile foreign actors, and we 
will continue to invest in resources and leverage our technological capabilities to do 
so. 

Twitter continues to demonstrate a strong commitment to transparency regarding 
our election integrity efforts. We published a report of our findings from the 2018 
U.S. midterm elections. The 2018 U.S. midterm elections were the most Tweeted- 
about midterm election in history with more than 99 million Tweets sent from the 
first primaries in March through Election Day. We are proud to document publicly 
our efforts to increase voter turnout, combat voter suppressive content, and provide 
greater clarity on the limited state-backed foreign information operations we 
proactively removed from the service. I have attached the full retrospective review 
to my testimony and it can be found electronically at: https://blog.twitter.com/con-
tent/dam/blog-twitter/official/en—us/company/2019/2018-retrospectiv e-review.pdf 

II. STATE-BACKED INFORMATION OPERATIONS 

In line with our strong principles of transparency and with the goal of improving 
understanding of foreign influence and information campaigns, we released the full, 
comprehensive archives of Tweets and media associated with potential information 
operations that we had found on our service, including the 3,613accounts we believe 
were associated with the activities of the Internet Research Agency on Twitter dat-
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ing back to 2009. We made this data available with the goal of encouraging open 
research and investigation of these behaviors from researchers and academics 
around the world. 

Prior to the release of these datasets, Twitter shared examples of alleged foreign 
interference in political conversations on Twitter by the Internet Research Agency 
(IRA) and provided the public with a direct notice if they interacted with these ac-
counts. We launched this unique initiative to improve academic and public under-
standing of these coordinated campaigns around the world, and to empower inde-
pendent, third-party scrutiny of these tactics on our platform. 

We also recognize that, as a private company, there are threats that we cannot 
understand and address alone. We must continue to work together with elected offi-
cials, government entities, industry peers, outside experts, and other stakeholders 
so that the American people and the global community can understand the full con-
text in which these threats arise. 

As our investigations of platform manipulation around the world have continued, 
we subsequently added several new datasets while also sharing insights on Twitter’s 
internal investigative approach and how these complex, sometimes cross-jurisdic-
tional operations are identified. 

As our investigations of platform manipulation around the world have continued, 
we subsequently added several new datasets while also sharing insights on Twitter’s 
internal investigative approach and how these complex, sometimes cross-jurisdic-
tional operations are identified. 

The archive is now the largest of its kind in the industry. We are proud of the 
fact that thousands of researchers have made use of these datasets that contain 
more than 30 million individual Tweets and more than one terabyte of media. Using 
our archive, these researchers have conducted their own investigations and shared 
their insights and independent analyses with the world. 

III. SAFEGUARDING THE CONVERSATION 

We strongly believe that any attempt to undermine the integrity of our service 
undermines freedom of expression. We have made numerous updates to the Twitter 
Rules that govern our policies relating to elections, political advertising, and finan-
cial scams. 
A. Twitter Rules Relating to Elections 

We have made a number of recent updates to the rules governing the use of our 
service to better protect the conversation around elections. In addition to new prohi-
bitions on inauthentic activity, ban evasion, and hacked materials, we codified our 
policy regarding civic integrity governing multiple categories of manipulative behav-
ior and content related to elections. 

First, an individual cannot share false or misleading information about how to 
participate in an election or other civic event. This includes but is not limited to 
misleading information about how to vote or register to vote, requirements for vot-
ing, including identification requirements, and the official, announced date, or time 
of an election. Second, an individual cannot share false or misleading information 
intended to intimidate or dissuade voters from participating in an election. This in-
cludes but is not limited to misleading claims that polling places are closed, that 
polling has ended, or other misleading information relating to votes not being count-
ed. 

We also do not allow misleading claims about police or law enforcement activity 
related to polling places or elections, long lines, equipment problems, voting proce-
dures or techniques which could dissuade voters from participating in an election, 
and threats regarding voting locations. Finally, we do not allow the creation of fake 
accounts which misrepresent their affiliation, or share content that falsely rep-
resents its affiliation to a candidate, elected official, political party, electoral author-
ity, or government entity. 

On Monday, October 21, 2019, we publicly announced that we have been working 
on a policy to address synthetic and manipulated media on Twitter. On Monday, we 
announced our plan to open a public feedback period to get input from the public. 
We believe that we need to consider how synthetic media is shared on Twitter in 
potentially damaging contexts. We also want to listen and consider a variety of per-
spectives in our policy development process, and we want to be transparent about 
our approach and values. 
B. Twitter Rules Relating to Political Advertising 

On October 30, 2019, Twitter’s chief executive officer Jack Dorsey announced that 
we have made the decision to stop all political advertising on Twitter globally. We 
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believe political message reach should be earned, not bought. This means bringing 
ads from political candidates and political parties to an end. 

A political message earns reach when people decide to follow an account or 
retweet. Paying for reach removes that decision, forcing highly optimized and tar-
geted political messages on people. We believe this decision should not be com-
promised by money. While Internet advertising is incredibly powerful and effective 
for commercial advertisers, that power brings significant risks to politics, where it 
can be used to influence votes to affect the lives of millions. Internet political ads 
present entirely new challenges to civic discourse: machine learning-based optimiza-
tion of messaging and micro-targeting, unchecked misleading information, and deep 
fakes. All at increasing velocity, sophistication, and overwhelming scale. 

We will soon share the final policy and provide current advertisers a notice period 
before this change goes into effect. We believe our approach to political advertising 
is not about free expression because candidates and political parties will continue 
to be able to share their content organically. This is about paying for reach. And 
paying to increase the reach of political speech has significant ramifications that to-
day’s democratic infrastructure may not be prepared to handle. We believe it is 
worth stepping back in order to address. 
C. Twitter Rules Relating to Scam Tactics 

In September 2019, we updated our policies to clarify our prohibitions against 
scam tactics. We want Twitter to be a place where people can make human connec-
tions and find reliable information. For this reason, bad-faith actors may not use 
Twitter’s services to deceive others into sending money or personal financial infor-
mation via scam tactics, phishing, or otherwise fraudulent or deceptive methods. 

Using scam tactics on Twitter to obtain money or private financial information is 
prohibited under this policy. Individuals are not allowed to create accounts, post 
Tweets, or send Direct Messages that solicit engagement in such fraudulent 
schemes. 

Our policies outline deceptive tactics that are prohibited. These include: 
• Relationship/trust-building scams. Individuals may not deceive others into 

sending money or personal financial information by operating a fake account or 
by posing as a public figure or an organization. 

• Money-flipping schemes. Individuals may not engage in ‘‘money flipping’’ 
schemes, for example, guaranteeing to send someone a large amount of money 
in return for a smaller initial payment via wire transfer or prepaid debit card. 

• Fraudulent discounts. Individuals may not operate schemes which make dis-
count offers to others wherein fulfillment of the offers is paid for using stolen 
credit cards and/or stolen financial credentials. 

• Phishing scams. Individuals may not pose as or imply affiliation with banks 
or other financial institutions to acquire others’ personal financial information. 
We additionally emphasize to individuals using Twitter that other forms of 
phishing to obtain such information are also in violation of our platform manip-
ulation and spam policy. 

* * * 

All people who use Twitter—including veterans—must have confidence in the in-
tegrity of the information found on the service. We continue to invest in our efforts 
to address those threats posed by hostile actors and foster an environment condu-
cive to healthy, meaningful conversations on our service. We look forward to work-
ing with the Committee on these important issues. 

Prepared Statement of Nathaniel Gleicher 

I. Introduction 
Chairman Takano, Ranking Member Roe, and members of the Committee, thank 

you for the opportunity to appear before you today. My name is Nathaniel Gleicher, 
and I am the Head of Security Policy at Facebook. My work is focused on addressing 
the serious threats we face every day to the security and integrity of our products 
and services. I have a background in both computer science and law; before coming 
to Facebook, I prosecuted cybercrime at the U.S. Department of Justice and built 
and defended computer networks. 
II. Facebook’s Efforts to Support Veterans 
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Facebook supports the military and veteran community and is grateful for their 
service and the sacrifices made by veterans and their families. We are proud that 
thousands of veterans and active-duty military members use the Facebook family 
of apps to stay connected and share with their friends and loved ones. More than 
900,000 users are part of the more than 2,000 active Facebook groups that have 
been created for veterans and their families, and 70 percent of the veteran and mili-
tary groups on Facebook are for veteran or active duty spouses. 

Veteran hiring is also an important focus for Facebook. Veterans currently hold 
senior roles at the company, and increasing the number of veterans working at 
Facebook is a critical part of our diversity initiatives. We offer a Military Skills 
Translator that helps veterans leverage their unique skills to find Facebook careers 
relevant to their military experience. 

When veterans join our team, we provide dedicated resources so they can connect 
and share with one another to find opportunities for advancement, including inter-
nal programs for mentorship and support groups, and for the first time this year, 
we are hosting an internal Facebook Vets and Allies Leadership Summit. We are 
also launching a 12-month career development pilot program for veterans with a 
background in electrical engineering, mechanical engineering, or computer science 
in order to further the opportunities available to veterans at Facebook. 

Veterans leave military service equipped with the traits and skills that provide 
a strong foundation for successful entrepreneurship, including leadership experi-
ence, attention to detail, dedication, and determination. We are pleased that vet-
eran-owned small businesses use our services to connect with their customers and 
grow their businesses. 

We also know that entrepreneurs with access to mentors are much more likely 
to start a business and to stay in business. This is why we have announced a new 
Partnership to Advance Veterans’ Entrepreneurship (PAVE) with Service Corps of 
Retired Executives (SCORE), the Nation’s largest network of volunteer expert busi-
ness mentors. Our partnership with SCORE will provide education and mentoring 
to those in the veteran community who dream of becoming entrepreneurs. Through 
a mentor match program, we will connect potential veteran entrepreneurs with a 
cohort of SCORE’s experienced business mentors who are also veterans. We will 
offer an educational toolkit, and in collaboration with SCORE, a veteran-focused se-
ries of workshops, both of which will help veterans with the skills, knowledge, and 
resources they need to launch a business. SCORE’s veteran mentors will be avail-
able to attendees after the workshop to provide ongoing guidance throughout all 
stages of startup and growth. 

In addition, our Military and Veterans Hub provides consolidated resources and 
tools for veterans to build their community, find job opportunities, and enhance dig-
ital skills. Last month, we hosted two free events to educate veterans and military 
families on using technology to grow their businesses and develop new skills. 

We recognize the strain that military service places on servicemembers, veterans, 
and their families. That is why we partnered with the organization United Through 
Reading in May 2018 to host an event where servicemembers were able to use 
Facebook Portal, a smart device we offer that can be used for video calling, to record 
stories for their families to listen to when they cannot be there. We know that con-
nections with family and loved ones are critical for servicemembers, whether de-
ployed overseas or when they come home, and we want to be there for them along 
the way. 
III. Fighting Fraud and Scams on Facebook 

Billions of people use our service to connect and share, and unfortunately some 
of them are intent on misusing it. We know how important it is to protect the people 
who use our services, and we have a combination of policies, processes, and tech-
nology to combat frauds and scams. 

The idea behind Facebook is to help bring communities together in an authentic 
way. We believe that people are more accountable for their statements and actions 
when they use their authentic identities. As part of our commitment to authenticity, 
we have a series of policies to protect against misrepresentation, fraud, deception, 
spam, and inauthentic behavior. First, we require people to connect on Facebook 
using the name they go by in everyday life. Second, we do not allow people to mis-
represent themselves on Facebook, use fake accounts, artificially boost the popu-
larity of content, or engage in behaviors that otherwise violate our Community 
Standards. We prohibit users from impersonating or speaking for another person, 
and our policies require that users do not misuse our product by maintaining mul-
tiple Facebook profiles. Third, we work hard to limit the spread of spam or other 
content that abuses our platform, products, or features to artificially increase 
viewership or distribute content en masse for commercial gain. These policies are 
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intended to create a space where our users can trust the people and communities 
with which they interact. 

We enforce these policies through a combination of human review, automated de-
tection technologies, and user reports, and we work hard to improve in all three 
areas. We have over 35,000 people across the company working on safety and secu-
rity—more than three times as many as we had in 2017. In fact, our security budget 
today is greater than the entire revenue of our company at the time of our IPO ear-
lier this decade. We assist law enforcement as they find and prosecute the 
scammers who engage in impersonation or other deceptive activities. We are con-
stantly improving our technology as well. For example, in March 2018, we intro-
duced new machine learning techniques that helped us take action against more 
than half a million accounts tied to financial scams on Facebook. 

Fake accounts are often behind harmful and misleading content, and we work 
hard to keep them off Facebook. We took down over 2 billion fake accounts in the 
first quarter of this year alone, not including the millions of additional attempts to 
create accounts that our technology stops every day before they are created. 

We know that user reports are another key component of identifying fraudulent 
and other prohibited behavior. Therefore, we continue to invest in educating our 
users and improving our reporting systems. We inform users about warning signs 
and abuse patterns to help them recognize when they may be a target for abuse. 
We are developing ways to discourage users from engaging in behaviors that play 
into the bad actors’ aims (for example, warning against sending payments, compro-
mising photos, or personal information). We have learned that users often have a 
gut instinct that something is not right when they encounter bad actors, so we are 
empowering users with easy-to-use reporting and self-remediation tools while en-
couraging them to report behavior they think is problematic. 

On Instagram, we do not require users to use their real name when they register, 
but our policies require people to be authentic on our service—meaning that we do 
not allow people to misrepresent who they are or to mislead others. We use a com-
bination of proactive technology and reporting to understand if an account violates 
these policies, and when we find violations, we take action. Our systems examine 
thousands of account attributes and focus on detecting behaviors that are very dif-
ficult for bad actors to fake, including their connections to others on our platform. 
IV. Combating Inauthentic Behavior 

We know that fraud, scams, and inauthentic behavior degrade the experience of 
our services and expose our users to risks of harm. Stopping this kind of abuse is 
a key priority as we work to make our services safer for people to connect and share. 
Our efforts to prevent inauthentic behavior have four components. 

First, our expert investigators use their experience and skills in areas like cyber-
security research, law enforcement, and investigative reporting to find and take 
down the most sophisticated threats. To do so, they collaborate closely with our data 
science team, which uses machine learning and other advanced technologies to iden-
tify patterns of malicious behavior. 

Second, we build technology to detect and automatically remove the most common 
threats. This reduces the noise in the search environment by removing unsophisti-
cated threats, and it makes it easier for our expert investigators to corner the more 
sophisticated bad actors. 

Third, we provide transparency and reporting tools so users can make informed 
choices when they encounter borderline content or content that we miss. This trans-
parency extends to the application of our policies, which are detailed and public. 
And when we take down coordinated inauthentic behavior, we publicize these take-
downs for all to see, and we provide information to third parties for them to review 
and share relevant data with researchers, academics, and others. 

And fourth, we work closely with civil society, researchers, governments, and in-
dustry partners, so they can flag issues that they see and we can work quickly to 
resolve them. Engaging with these partners regularly helps us improve the efficacy 
of our techniques and learn from their experiences. 

Using this combination of approaches, we continually adapt our platforms to make 
deceptive behaviors much more difficult and costly. When we conduct a takedown, 
we identify the tactics the bad actors used, and we build tools into our platforms 
to make those tactics more difficult at scale. Over time, we are making it harder 
for bad actors to operate and making our systems more secure and resilient. By con-
tinuing to develop smarter technologies, enhance our defenses, improve trans-
parency, and build strong partnerships, we are making the constant improvements 
we need to stay ahead of our adversaries and to protect the integrity of our plat-
forms. 
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We have also made real progress in curbing inauthentic engagement on 
Instagram. For example, we penalize accounts that distribute automated likes, com-
ments, or follows in an attempt to expand their reach. Using machine learning, we 
can identify accounts that use third-party services to distribute inauthentic engage-
ment. When a service uses an account to generate inauthentic activity, our tools can 
detect and remove that activity before it reaches the recipient. As our tools continue 
to remove inauthentic likes, follows, and comments, bad actors will have less incen-
tive to use these methods. This will take time, but we are investing in this area 
for the long term. 
V. Protecting Our Military and Veteran Users from Scams and Imperson-

ation 
We recognize that individuals and groups that are considered trustworthy, like 

veterans, are more likely to be the targets of impersonation. This can occur on an 
individual basis—where a specific veteran is impersonated, such as in a so-called 
‘‘romance scam.’’ Or it can happen at the organization level—where Facebook Pages 
or groups are created to impersonate veteran-related organizations. Protecting vet-
erans on our site is something we take very seriously, and in addition to the steps 
I have already outlined above, we work to combat the increased risks of imperson-
ation that uniformed personnel and veterans face. 

We are testing new detection capabilities to help spot and remove accounts that 
pretend to be some of the most frequently impersonated members of the U.S. mili-
tary and veterans. We also are training our automated systems to look for certain 
techniques used by scammers to impersonate an individual, such as leaving out one 
letter of a person’s name to make their impostor account look legitimate. If, during 
this process, we detect that an account may be impersonating such an individual, 
we flag it for human review. We are still testing these processes, but they have 
helped us more quickly detect the creation of impostor accounts and remove them 
shortly after their creation, often before people even see them. 

When it comes to Pages that falsely represent themselves as belonging to real or-
ganizations, what we have found is that, unfortunately, these activities are not lim-
ited to veteran-related groups. In fact, the same bad actors sometimes create mul-
tiple Pages, some of which may impersonate veterans organizations, while others 
might impersonate organizations that focus on politically sensitive issues. That is 
why, to root out and remove these bad actors, we focus on patterns of behavior, not 
just content. Our approach is flexible enough to combat various types of imperson-
ation, and when we develop tactics that prove effective with respect to one type of 
impersonation, we apply those same tactics to other types automatically. 

To combat these inauthentic activities, our systems rely on signals about how the 
account was created and is being used, such as the use of suspicious email address-
es, suspicious actions, or other signals previously associated with other fake ac-
counts we have removed. Most of the accounts we currently remove are blocked 
shortly after their creation, before they can do any harm. 

On Instagram, we are also using proactive technology to find and take action on 
potential scams, and we recently introduced the option for members of the commu-
nity to let us know if they come across scams on our platform. 

We have also worked to increase transparency. For example, we have changed the 
way users see information about Pages, so that if a Page is owned or run by a for-
eign actor, the country location of the people or organizations managing the Page 
is easily determined. This way, users can better assess whether the Page they’re en-
gaging with is legitimate. People can also see more information about accounts on 
Instagram that reach large audiences so they can evaluate the authenticity of the 
account, including the date the account joined Instagram, the country where the ac-
count is located, any username changes in the last year, and any ads the account 
is currently running. 

Sometimes people fail to disclose the organization behind their Pages as a way 
to make others think that Page is run independently. We want to make sure 
Facebook is used to engage authentically, and that users understand who is speak-
ing to them and what perspective they are representing. That is why we recently 
introduced a policy to require more accountability; if we find a Page that is con-
cealing its ownership in order to mislead people, we will require it to go through 
our business verification process and show more information about who is behind 
the Page in order for the Page to stay up. 

We recognize our responsibility to work to make sure the veterans who use our 
platform are not being targeted or victimized. We also recognize that we can have 
a greater impact if we work in continued partnership with government, law enforce-
ment, and civil society organizations. We work with law enforcement, including the 
FBI and the Department of Defense, to help find and prosecute the scammers who 
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conduct these activities. We educate our users, including our veteran users, through 
videos and online safety guides in concert with civil society groups. And we work 
with the Department of Defense to help raise awareness among the military com-
munity about impersonation. For individuals and organizations most impacted by 
impersonation attempts, as well as for the Department of Defense, we have set up 
dedicated escalation channels for them to contact us when they learn of a new case 
of impersonation or targeting, to ensure that we can respond quickly. 
VI. Conclusion 

We know that we are fighting against motivated adversaries in this space, and 
that we have to iterate and improve our approach to stay ahead. We are committed 
to doing just that. Although our efforts haven’t been perfect, our commitment is pro-
ducing results. 

We also recognize the importance of working with government and outside groups 
who are engaged with us in this fight. We have strong relationships with veterans 
organizations and others working on these issues and look forward to strengthening 
those relationships as we go forward. We value the input and assistance these orga-
nizations provide as we work to keep veteran impersonation off of our platforms. 

I appreciate the opportunity to be here today to hear your ideas and concerns, and 
I look forward to your questions. 



(65) 

QUESTIONS AND ANSWERS FOR THE RECORD 

Nathaniel Gleicher’s Responses to Questions for the Record 
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