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## SYMBOLS

Note: All quantities are dimensionless unless designated with a superscript asterisk, in which case they are dimensional.

A area normal to flow
$a \quad$ speed of sound
$C_{p} \quad$ specific heat capacity at constant pressure
$C_{v} \quad$ specific heat capacity at constant volume
d displacement of gas at end of tube
$d$ general diffusion term
$f$ frequency
Fo Fourier number for the tube wall, Fo $=\alpha_{w}^{*} /\left(\omega^{*} l^{* 2}\right)$
$H$ enthalpy
$h \quad$ specific enthalpy
$i \quad$ imaginary number, $i=\sqrt{-1}$
3 imaginary component of a complex number
$J_{n} \quad n t h$ order Bessel function
j mass flux vector
$k \quad$ thermal conductivity of material
$L \quad$ length of tube
$l$ thickness of tube wall
M Mach number, $\mathrm{M}=U_{0}^{*} / a^{*}$
$m_{n} \quad$ dimensionless radial function defined in table 5 , equations ( h ), ( i ), and ( j )
n unit normal vector
$\mathcal{P} \quad$ anelastic pressure
Pr Prandtl number, $\operatorname{Pr}=v^{*} / \alpha^{*}$
$p \quad$ pressure
Q heat
q conduction heat flux, $\mathbf{q}=-k \nabla T$
$R^{*} \quad$ ideal gas constant
Re Reynolds number, $\operatorname{Re}=U_{0}^{*} r_{w}^{*} / v^{*}=\varepsilon \operatorname{Va} L^{*} / r_{w}^{*}$
$\mathfrak{R}$ real component of a complex quantity
$r$ radial coordinate
$r_{w}$ inner radius of tube
$S$ entropy
$S$ surface area enclosing domain
$s \quad$ specific entropy
$T$ gas temperature
$T_{w} \quad$ temperature at interface between the gas and tube wall
$t$ time
$U_{L} \quad$ velocity ratio, $U_{L}=U_{L}^{*} / U_{O}^{*}$

## Velocity components

$\mathcal{U}$ higher-order Eulerian velocity vector
u Eulerian velocity vector
u axial Eulerian velocity
$\hat{\boldsymbol{u}} \quad$ axial Eulerian velocity phasor
$v \quad$ radial Eulerian velocity
$\hat{v} \quad$ radial Eulerian velocity phasor
$u$ axial higher order Eulerian velocity
$\mathbf{u}_{p} \quad$ Lagrangian particle velocity vector
$u_{p} \quad$ axial Lagrangian particle velocity
$v_{p}$ radial Lagrangian particle velocity
$\nu$ radial higher order Eulerian velocity
Va Valensi number, $\mathrm{Va}=r_{w}^{-2} \omega^{*} / v^{*}$
$\mathcal{V}$ domain volume
W work
$z \quad$ axial coordinate
$\alpha \quad$ thermal diffusivity
$\beta \quad$ thermal expansion coefficient, $\beta=-(1 / \rho)(\partial \rho / \partial T)_{p}$
$\Gamma \quad$ gas domain length ratio $\Gamma=\left(r_{w}^{*} / \varepsilon L^{*}\right)$
$\Gamma_{w} \quad$ tube wall length ratio $\Gamma_{w}=\left(l^{*} / \varepsilon^{2} L^{*}\right)$
$\gamma \quad$ heat capacity ratio, $\gamma=C_{p} / C_{v}$
$\varepsilon \quad$ inverse Strouhal number (expansion parameter), $\varepsilon=U_{0}^{*} /\left(\omega^{*} L^{*}\right)=d_{0}^{*} / L^{*}$
$\zeta_{n} \quad$ Bessel function ratio $\zeta_{n}=J_{n} \not J_{0}, n=0,1$
$\theta$ temperature of tube wall
$\kappa \quad$ bulk modulus, $\kappa=\rho(\partial p / \partial \rho)_{T}$
$\lambda \quad$ elasticity parameter, $\lambda=\gamma \mathrm{M}^{2} / \varepsilon=\gamma\left(U_{0}^{*} / a_{0}^{*}\right)\left(\omega^{*} L^{*} / a_{0}^{*}\right)$
$\mu \quad$ dynamic viscosity
$\mu_{2} \quad$ second viscosity
$v \quad$ kinematic viscosity
$\vartheta \quad$ entropy of the tube wall
$\rho \quad$ density
$\tau \quad$ stress tensor
$\Phi \quad$ dissipation function
$\phi \quad$ phase angle
$\phi_{T} \quad$ phase angle between $U_{0}$ (velocity at $z=0$ ) and temperature
$\phi_{U} \quad$ phase angle between $U_{0}$ (velocity at $z=0$ ) and $U_{L}$ (velocity at $z=1$ )
$\chi \quad$ arbitrary thermodynamic variable
$\psi \quad$ stream function
$\omega \quad$ angular frequency

## Superscripts

- mean-steady, time average over a period
* dimensional quantity (no asterisk represents dimensionless quantity)
~ amplitude of a real quantity
- exact derivative
- 

cc
complex quantity containing amplitude and phase angle
definite integral
complex conjugate

## Subscripts

0 zeroth-order, quantity at $z=0$, reference quantity
1 first-order
2 second-order
3 third-order
a aftercooler
c cold end of pulse tube
$g$ gas
h hot end of pulse tube
$L \quad$ quantity at $z=1$
osc oscillating quantity
$w \quad$ tube wall

## Dimensionless Numbers

$\varepsilon \quad$ inverse Strouhal number (expansion parameter), $\varepsilon=U_{0}^{*} /\left(\omega^{*} L^{*}\right)=d_{0}^{*} / L^{*}$
$\lambda \quad$ elasticity parameter, $\lambda=\gamma \mathrm{M}^{2} / \varepsilon=\gamma\left(U_{0}^{*} / a_{0}^{*}\right)\left(\omega^{*} L^{*} / a_{0}^{*}\right)$
Fo Fourier number, Fo $=\alpha_{w}^{*} /\left(\omega^{*} l^{* 2}\right)$
M Mach number, $\mathrm{M}=U_{0}^{*} / a^{*}$
Pr Prandtl number, $\operatorname{Pr}=v^{*} / \alpha^{*}$
Re Reynolds number, $\operatorname{Re}=U_{0}^{*} r_{w}^{*} / v^{*}=\varepsilon \mathrm{Va} L^{*} / r_{w}^{*}$
$U_{L} \quad$ velocity ratio, $U_{L}=U_{L}^{*} / U_{0}^{*}$
Va Valensi number, $\mathrm{Va}=r_{w^{*}} \omega^{*} / v^{*}$
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## SUMMARY

This study establishes a consistent set of differential equations for use in describing the steady secondary flows generated by periodic compression and expansion of an ideal gas in pulse tubes. A small-amplitude series expansion solution in the inverse Strouhal number at the anelastic limit is proposed for the two-dimensional axisymmetric mass, momentum, and energy equations. The anelastic approach applies when shock and acoustic energies are small compared with the energy needed to compress and expand the gas, such as for pulse tubes.

Seven independent dimensionless numbers are used to scale the system. The reciprocal Strouhal number and Valensi number are used to linearize the mass and momentum equations. The Fourier number is used to characterize heat transfer within the tube wall. The Mach number, the Prandtl number, the velocity amplitude, and the velocity phase angle at the tube ends complete the dimensionless scales.

The ordered equations show that the zeroth-, first-, and second-order equations, are coupled through the zeroth-order temperature. An analytic solution is obtained in the strong temperature limit where the zeroth-order temperature is constant. The solution shows that periodic heat transfer between the gas and tube, characterized by the complex Nusselt number, is independent of axial velocity boundary conditions and Fourier number. Steady velocities increase linearly for small Valensi number and can be of order 1 for large Valensi number. Decreasing heat transfer between the gas and the tube decreases steady velocities for orifice pulse tubes. The opposite is true for basic pulse tubes. A conversion of steady work flow to heat flow occurs whenever temperature, velocity, or phase-angle gradients are present. Steady enthalpy flow is reduced by heat transfer and is scaled by the Prandtl times Valensi numbers.

Particle velocities from a smoke-wire experiment were compared with predictions for basic and orifice pulse tube configurations. The theory predicted the observed mass streaming and flow reversals between the centerline and diffusion layers. The results indicate that the theory is valid for pulse tubes and that it can be used to solve for the zeroth-order temperature, to compute enthalpy flows, and to determine losses associated with steady secondary streaming.

## 1. INTRODUCTION

A gas subject to periodic compression and expansion generates higher-order steady secondary flows. The steady flows can manifest themselves as mass, momentum, and energy streaming. The pulse tube refrigerator, in which the generated steady flow of enthalpy can lead to temperature differences of over 200 K , is a practical use of this type of transport.

The behavior results from nonlinear steady secondary transport. What appears to be strictly a linear periodic system- oscillating temperatures and oscillating mass flows- in fact, gives rise to mean-steady enthalpy flows. These enthalpy flows produce the observed refrigeration effect. The term "mean-steady flow" refers to the time-averaged secondary flow.' Other types of mean-steady flows, or streaming, include momentum streaming (such as acoustic streaming) and mass-species streaming. Although the magnitude of mean-steady flows may be small, the fact that they are steady and unidirectional can lead to sizable gradients over extended times.

This work examines mean-steady secondary transport for the pulse tube refrigerator. The phenomenon is examined in the limit of a linear anelastic approximation. Oscillating anelastic ${ }^{2}$ flows are characterized by low Mach numbers and oscillating frequencies that are much lower than the resonance frequency defined by the system geometry. The anelastic approximation filters shocks from the fluid equations while retaining the effects of density variations resulting from "slow" compression and expansion of the gas. This applies when the energies of acoustic waves and shock waves are negligible relative to the energy needed to compress and expand the bulk gas. ${ }^{3}$ This work investigates steady secondary momentum and energy flows of an ideal compressible gas in the limit of linear anelasticity.

## Mechanics of Mean-Steady Secondary Transport in Oscillating Systems

Mean-steady secondary flows have been investigated for a number of systems. For such flows, the nonlinear advection terms of the appropriate transport equation produce the "driving force" for the mean-steady flow. Mean-steady flows can produce energy streaming, mass streaming (refs. 3-5), and even a mechanism for separating different mass species in multicomponent mixtures (refs. 6, 7). An example of mass streaming for a single component fluid is shown in figure 1. Figure 1(a) shows the observed mean-steady pathlines external to an extended cylinder oscillating along its diameter in water, and figure 1 (b) shows the corresponding calculated pathlines.

In this section, a simple linear mathematical model for describing mean-steady secondary flows is developed. Consider the unsteady advection-diffusion equation where $u$ is the velocity, $\chi$ is

[^0]
(a)

(b)

Figure 1. Example of mean-steady flows in oscillating systems: from Schlichting's oscillating cylinder (ref. 8).
a thermodynamic quantity (such as temperature or pressure), and $d$ is the term containing diffusion of $\chi$,

$$
\begin{equation*}
\frac{\partial \chi}{\partial t}+\varepsilon \frac{\partial}{\partial z}(\chi u)=d \tag{1}
\end{equation*}
$$

Now consider a time-periodic series expansion solution of $u$ and $\chi$ that is expanded in the small parameter $\varepsilon$, valid for $\varepsilon \ll 1$ :

$$
\begin{gather*}
u=\tilde{u}_{0}(z) \cos \omega t+\varepsilon u_{l}(z, t)+O\left(\varepsilon^{2}\right)  \tag{2}\\
\chi=\tilde{\chi}_{0}(z) \cos (\omega t+\phi)+\varepsilon \chi_{l}(z, t)+O\left(\varepsilon^{2}\right)  \tag{3}\\
d=d_{0}(z, t)+\varepsilon d_{l}(z, t)+O\left(\varepsilon^{2}\right) \tag{4}
\end{gather*}
$$

where $\phi$ is the phase angle between $u$ and $\chi$. Substituting the series solution into the differential equation and equating terms of like order in $\varepsilon$ results in

$$
\begin{gather*}
\boldsymbol{O}(1): \quad d_{0}=\frac{\partial}{\partial t} \tilde{\chi}_{0} \cos (\omega t+\phi)  \tag{5}\\
\boldsymbol{O}(\varepsilon): \quad d_{l}=\frac{\partial}{\partial t} \chi_{I}(z, t)+\frac{\partial}{\partial z}\left[\tilde{u}_{0} \cos \omega t \cdot \tilde{\chi}_{0} \cos (\omega t+\phi)\right] \tag{6}
\end{gather*}
$$

where $\boldsymbol{O}$ means "of order." Equation (5) is the linear oscillating equation of $\boldsymbol{O}(1)$. Its solution allows evaluation of equation (6) which describes a secondary flow of $O(\varepsilon)$. By time-averaging equation (6) over a period the relation for the mean-steady flow is obtained:

$$
\begin{align*}
{\overline{\alpha_{I}}} & =\frac{\partial}{\partial z} \omega \oint_{1 / \omega} \alpha_{I} d t=\frac{\partial}{\partial z}\left\{\left(\tilde{u}_{0} \tilde{\chi}_{0}\right)\left(\cos \phi+\frac{1}{2} \oint_{1 / \omega} \cos 2 \omega t d t\right)\right\}  \tag{7}\\
& =\frac{\partial\left(\tilde{u}_{0} \tilde{\chi}_{0}\right)}{\partial z} \cos \phi-\tilde{u}_{0} \tilde{\chi}_{0} \sin \phi \frac{\partial \phi}{\partial z}
\end{align*}
$$

Equation (7) shows that the secondary flow depends on the gradients of amplitude and phase angle.
Two limiting flows are characterized by being either of the standing wave type, in which phase is independent of position $\partial \phi / \partial z=0$, or the progressive wave type, in which amplitude is independent of position $\partial\left(\tilde{u}_{0} \tilde{\chi}_{0}\right) / \partial z=0$. An acoustic oscillator is an example of the standing wave type. An example of the progressive wave type is water of uniform depth oscillating near the shore of a pond. The oscillating water generates mean-steady momentum forces that form periodic ridges in the fine sediment.

The above illustrates the mathematical basis for a linearized pulse tube model. The timeaveraged product of velocity (kinematic quantity) and temperature (thermodynamic quantity) results in a mean-steady unidirectional flow of enthalpy. The mean-steady enthalpy flow will be non-zero when there are gradients in the phase angle and product amplitudes. This can be accomplished by heat transfer between the gas and the tube wall such that the thermal and viscous penetration depths are not equal, or by independently controlling the amplitude and phase angle of velocity at the tube ends. The first case is the enthalpy flow mechanism in the basic pulse tube, and the second is the mechanism in the orifice pulse tube.

## Background

The following is a chronological summary of pulse tube development. A historical brief on pulse tube development is given by Longsworth (ref. 9), Kittel (ref. 10), and Radebaugh (ref. 11). Ames Research Center's pulse tube home page ${ }^{4}$ provides a comprehensive list of published pulse tube research papers through 1994. A variation of the pulse tube is the acoustic refrigerator, a detailed account of which was prepared by Swift (ref. 12).

## Gifford and Longsworth

In 1963 Gifford and Longsworth reported on a new type of regenerative refrigerator (ref. 13). Their "pulse tube refrigerator," aptly named because of the use of pressure pulses to alternately compress and expand the gas, was innovative and very promising because there were no cold moving parts which could limit reliability. Comparable systems at that time were based on Stirling systems which required both a compressor and a cold expander for operation. Figure 2 shows a schematic of this early basic pulse tube (BPT). The BPT consists of a hot heat exchanger, an open tube, a cold heat exchanger, a regenerator, an aftercooler, and a reciprocating compressor. Work is supplied by the compressor, heat is rejected at $T_{h}$ and $T_{a}$, and cooling is produced at $T_{c}$.

[^1]

Figure 2. Basic pulse tube.

Longsworth's experiments demonstrated the performance of a BPT, obtaining temperatures of 169 K with a single stage and of 123 K with two stages using helium (ref. 14).

Gifford and Longsworth formulated a "step-wise" heat-transfer theory to describe their results (ref. 15), and recently, de Boer extended the analysis (ref. 16). The basis of his model consists of four steps: adiabatic compression of the gas and displacement toward the hot end of the pulse tube; isobaric heat transfer from the hot gas to the cooler tube wall; adiabatic expansion of the gas and displacement back toward the cold end of the pulse tube; and isobaric heat transfer from the wall of the pulse tube to the cooler gas. This description enables one to visualize how an "energy packet" can migrate between the gas and the tube wall in such a fashion as to result in a net transport of energy from one end of the tube to the other. Heat transfer between the tube wall-which acts as a second thermodynamic medium-and the gas is required to produce the phase shift necessary for the flow of enthalpy, as explained above. After a decade of research, however, interest waned because the BPT was unable to obtain temperatures and efficiencies comparable to those of Stirling cryocoolers.

## Wheatley, Swift, Hoffler

Following the BPT, Wheatley et al. at the Los Alamos National Laboratory began investigating "naturally irreversible engines," that is, those processes in which a downhill flow of entropy, say for example, heat conduction, can be used for conversion into mechanical energy, such as a thermally driven engine or prime mover (ref. 17). This work is still in progress by Swift at Los Alamos. A complete account of the theory of acoustic engines given by Swift (ref. 12) and a similitude analysis has been done by Olsen and Swift (ref. 18).

The work on heat engines was applied to refrigeration by reversing the thermodynamic process. Hoffler examined an acoustic refrigerator in which a pressure driver was placed at one end of the system shown in figure 3 (ref. 19). Temperatures of 193 K were demonstrated using helium, with the stack acting as the second thermodynamic medium serving the same purpose as with the tube of the BPT.


Figure 3. Acoustic refrigerator.

## Rott

Previous to Wheatley's work, Rott formulated a set of linear acoustic equations which included transverse diffusion (refs. 20, 21). Müller, studying under Rott, detailed much of the analyses in reference 22. The equations were examined for a number of conditions, including stability limits for thermally driven oscillations (ref. 23), tubes with variable cross section (ref. 24), gas-liquid oscillations (ref. 25), and efficiency analysis of thermoacoustic oscillations operating as heat engines (ref. 26). Of primary interest are Rott's papers on second-order mean-steady heat flux (refs. 27-29), which focus on enthalpy and mass streaming in the limit of constant axial temperature. Rott has termed this limit the "strong" temperature case (Rott, N. 1993: personal communication).

## Merkli

Merkli and Thomann (ref. 30) experimentally investigated an acoustic refrigerator and examined their results using Rott's acoustic equations. They found good correlation between experiment and prediction, with local heating at velocity nodes and cooling at antinodes. This and the experimental work of Wheatley laid the theoretical foundation for acoustic refrigerators and acoustic engines as accepted today.

## Mikulin

The fundamental principle behind the acoustic devices and the BPT requires heat transfer between a solid boundary and the working gas. This necessitates a spacing between solid boundaries of the order of the thermal and viscous diffusion lengths. However, this limits enthalpy flow, because temperature and velocity amplitudes and phase-angle are restrained and because the dynamics are governed by transverse diffusion. However, Mikulin et al. showed that enthalpy transport need not require diffusion to produce the required phase shift between gas temperature and velocity, but that the phase and amplitude relation between velocity and temperature can be separately managed by controlling the boundary conditions at the tube ends (ref. 31). In their experiments, Mikulin et al. demonstrated the first orifice pulse tube (OPT) refrigerator, obtaining temperatures of 105 K with air.

A variation of the OPT device is shown in figure 4. The approach Mikulin et al. used was to place an orifice and reservoir volume at the closed end of a basic pulse tube, thus allowing for a
finite gas flow. The result is to greatly increase enthalpy flow at the hot end ${ }^{5}$ and to change the phase angle between velocity and temperature at the cold end so that pressure and velocity are closer to being in-phase. This eliminates the need for a second thermodynamic medium and the inherent restrictions associated with diffusion. It was also accomplished without the need for any type of mechanical device. The OPT results in lower temperatures, increased cooling, and higher efficiencies. Since the tube of the ideal OPT does not require heat transfer to transport energy, the transport process within the tube is ideally reversible.


Figure 4. Orifice pulse tube.

## Radebaugh

After reviewing Mikulin's work, Radebaugh and his coworkers recognized the intrinsic value of a cooler without any cold moving mechanical parts, and so began work on the OPT as it is known today. Their initial work demonstrated a single-stage 60 K refrigerator using helium, a substantially lower temperature than had been achieved by any previous PT device (ref. 32). Other investigators have since demonstrated temperatures of 4 K (ref. 33 ) and even lower by using multiple-stages (ref. 34).

A description of the transport process for OPT devices was first given by Storch et al. based on a one-dimensional thermodynamic model that assumed adiabatic processes within the tube (ref. 35). A primary advantage of the one-dimensional (1-D) model is the convenience in using phasor diagrams to describe the phase relation between oscillating temperature, pressure, and mass flow. David et al. extended one-dimensional analysis for arbitrary time-dependence of pressure (ref. 36), and Kittel reviewed and extended the theory for entropy and work flows, temperature gradients, thermal conduction, and viscosity (ref. 37). For large systems in which transverse diffusion is confined to thin-boundary layers, this approach works well. However, for smaller systems in which diffusion is significant, large discrepancies arise (from 2 to 5 times, depending on tube diameter-to-length ratio (ref. 35)).

## Beyond one dimension

The one-dimensional description of the transport process within pulse tubes is unable to describe transverse transport. To account for transverse effects, lumped-parameter corrections to the 1-D model have been used. The complex Nusselt number developed by K. Lee (ref. 38) and

[^2]extended by Kornhauser and Smith (refs. 39, 40) was used by Roach and Kashani (ref. 41). The complex Nusselt number allows for lumped-parameter corrections to the oscillating heat transfer between the gas and the tube wall by accounting for amplitude and phase-shift owing to diffusion.

A number of investigators have taken the 2-D dissipative acoustic equations of Rott (ref. 20) and applied them to pulse tubes. Though the dynamics of the pulse tube are not within the constraints of the acoustic approximation, nevertheless, the corrections offered by considering diffusion do increase the predictability.

Jeong calculated 2-D steady secondary flows between flat plates with velocity oscillations for a BPT-configured system (ref. 42). His leading-order solution is in the limit of a boundary-layer approximation (thin diffusion layer). He applies the leading-order solution to the higher-order meansteady problem and extends the solution over the complete transverse domain, with the solution for the core region corresponding well to the mean-steady parabolic solution of Rott. Previous solutions of the dissipative acoustic equations for a cylindrical geometry by J. Lee and coworkers have shown similar results for mean-steady mass flow, and have been extended to enthalpy flow (ref. 43).

Xiao formulated the problem in the acoustic limit. His three papers present a general set of 2-D acoustic equations with transverse effects averaged out (by integrating over the area normal to axial flow), thereby obtaining equations amenable to solution for "flow quantities" (integrated quantities as opposed to local vector quantities) (refs. 44-46). Xiao's subsequent solutions are offered for isothermal zeroth-order temperature and adiabatic conditions at the tube wall. His analysis has yielded insightful understanding of axial mean-steady work, heat, and energy flows, and is a step above a 1-D analysis because it includes lower-order transverse diffusion; however, it cannot be used to determine the vector fields, nor the higher-order mean-steady transverse diffusion heat transfer.

Bauwens takes an anelastic approach of the leading-order problem for very narrow tubes and small Mach numbers, and arrives at a solution for the axial temperature profile and mean-steady enthalpy flow (refs. 47, 48). Velocity conditions at the tube ends are treated as independent, and the temperature of the tube wall is fixed (high heat capacity). His analysis is applicable for very small Peclet numbers of the gas (small tube diameters) such as for regenerators.

Only a few experimental investigations have been conducted to validate the predictions offered by the above solutions. Linear oscillating flow for low speeds was measured by Shiraishi et al. (ref. 49) and Nakamura et al. (ref. 50). Velocity phase shifts in the diffusion layer have been observed, corresponding to a Stokes solution of the linearized momentum equation. Hoffman et al. (ref. 51) compared pulse tube performance with the acoustic solutions of Xiao (refs. 44-46) and obtained good agreement. Previous work by J. Lee and coworkers had shown the existence of meansteady streaming with characteristic lengths of the tube length, in agreement with higher-order solutions obtained from linear analysis (ref. 52).

## Other phase-shifting mechanisms

The OPT goes beyond the capabilities of a BPT by utilizing a valve and reservoir volume at the hot end to increased phase shift and mass flow. The valve/reservoir combination, however, is still limiting. Two other new pulse tube configurations have the potential to further increase performance: the double-inlet pulse tube and the inertance pulse tube.

## Double-Inlet Pulse Tube

The double-inlet pulse tube, illustrated in figure 5, adds a flow path from the compressor to the tube hot end. This allows the gas to be compressed from the hot end of the tube, thereby increasing the phase angle and reducing the mass flow through the regenerator. Reducing the mass flow through the regenerator reduces enthalpy flow losses. Zhu et al. (ref. 53) first demonstrated the advantages of the double-inlet pulse tube, and Lewis and Radebaugh (ref. 54) recently obtained a temperature of 35 K for a $4-\mathrm{cm}^{3}$ compressor using a double-inlet. Seo et al. measured axial and radial temperatures for the basic, orifice, and double-inlet pulse tubes and examined the phase and amplitude differences between the three (ref. 55). Shiraishi et al. measured axial mass flow between the three pulse tubes and showed that the double-inlet decreases flow in the middle of the tube while maintaining generally the same flow at the ends of the tube (ref. 56). This suggests that a primary advantage of the double-inlet is to increase phase angles.


Figure 5. Double-inlet pulse tube.
The concept of the double-inlet can be extended to multi-inlets by providing flow communication between the regenerator and pulse tube at locations with similar temperatures. In theory, the effect is a multi-stage device with cooling stages at the multi-inlets, but in practice, it is difficult to obtain the proper flow amplitudes and phase angles.

## Inertance Pulse Tube

Use of an inertance tube to replace the orifice has been reported by Godshalk et al. (ref. 57), Zhu et al. (ref. 58), Gardner and Swift (ref. 59), and Roach and Kashani (ref. 60). The inertance pulse tube is shown in figure 6 . The idea is to use the inertia of the gas in a long tube to provide added phase shift, analogous to the inductance in an electrical circuit. Hence the term inertance, a combination of inertia and inductance. Matching the gas inertia in the inertance tube to the gas spring compliance of the compressor, regenerator, and tube combination can result in near resonant operation with higher performance.


Figure 6. Inertance pulse tube.

A qualitative comparison of different modeling approaches is shown in table 1.
Two-dimensional anelastic modeling is seen to yield a high return on modeling effort. With 2-D modeling, transverse diffusion effects (which represent viscous effects and heat transfer between the gas and the tube wall) can be evaluated to obtain transverse temperatures profiles and higher-order mean-steady flows. The information obtained from a 2-D model is significantly more than from a 1-D model, and anelastic approximations are computationally less intensive than fully compressible CFD (computational fluid dynamic) codes.

Table 1. Qualitative comparison of different modeling approaches.

| Model comparison chart | Integral | Differential analytic |  | Compressible |  |  | Anelastic |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Phasor | 1-D | 2-D | 1-D | 2-D | 3-D | 2-D |
| Primary measures <br> Refrigeration (enthalpy flow) | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\checkmark$ | $\checkmark$ |
| Temperature, axial profile |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\sqrt{ }$ |
| Temperature, transverse profile |  |  | $\sqrt{ }$ |  | $\checkmark$ | $\sqrt{ }$ | $\checkmark$ |
| Mean-steady secondary flows |  |  | $\checkmark$ |  | $\checkmark$ | $\sqrt{ }$ | $\sqrt{ }$ |
| Heat transfer between tube and gas |  |  | $\checkmark$ |  | $\checkmark$ | $\sqrt{ }$ | $\checkmark$ |
| Secondary measures <br> Temperature-dependent properties |  | $V$ | $\sqrt{ }$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Oscillating temperature at tube ends |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Nonlinearities |  |  |  | $\checkmark$ | $\checkmark$ | $\sqrt{ }$ | $\checkmark$ |
| Buoyancy effects (free convection) |  |  | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Flow end effects |  |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Qualitative measures <br> System optimization |  | $\checkmark$ | $\sqrt{ }$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Transient simulation |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Physics are easily understandable | $\checkmark$ | $\checkmark$ | $\sqrt{ }$ |  |  |  |  |

## Conventions Used

The following conventions are used for variables in this study:

| $u=$ scalar | $\Rightarrow$ lightface italic are scalars |
| :--- | :--- |
| $\mathbf{U}=$ vector | $\Rightarrow$ boldface are vectors |
| $\tau=$ tensor | $\Rightarrow$ lightface non-italic Greek are tensors |
| $u^{*}=$ dimensional | $\Rightarrow$ with asterisk denotes a dimensional quantity |
| $u=$ dimensionless | $\Rightarrow$ without asterisk denotes a nondimensional quantity |
| $O(\varepsilon)$ | $\Rightarrow$ of order of $\varepsilon$ |
| $\chi_{, t}=\partial \chi / \partial t$ | $\Rightarrow$ partial differential notation |

Complex embedding will be used to eliminate the time variable. For periodic $\chi$,

$$
\begin{equation*}
\chi=\mathfrak{R}\left[\hat{\chi} e^{i t}\right]=\mathfrak{R}\left[\tilde{\chi} e^{i(t+\phi)}\right] \tag{8}
\end{equation*}
$$

where $t=\omega^{*} t^{*}, \hat{\chi}$ is complex, $\tilde{\chi}$ is a real number, $\phi$ is the phase angle, and $\Re$ extracts the real component of the complex quantity.

## Scope of This Study

Previous attempts to model the dynamic workings of pulse tube coolers have typically used thermodynamic or acoustic analysis. The first, being an integral approach, fails in its attempt to capture local transport. It is also inherently one-dimensional, and so neglects transverse thermal and viscous diffusion. The consequence is to overs implify phase angles and overestimate velocity, temperature, and pressure amplitudes, resulting in overprediction of enthalpy flows, particularly for small pulse tubes in which fields dominated by diffusion constitute a significant amount of the mean-steady flow. To account for transverse diffusion, lumped-parameter heat-transfer relations have been introduced with some success.

The second approach, acoustic analysis, examines the differential acoustic equations first formulated by Rott. The transverse diffusion terms are retained, thus allowing for transverse 2-D effects. Typically, however, the solution for the linear system has been simplified by approximating the diffusion layer as being very thin, thereby obtaining the pressure function at the 1-D inviscid limit. This is applicable to pulse tubes that have large Valensi numbers. The higher-order meansteady flows have been examined for flow in a BPT. However, for the OPT, the transverse effects have been integrated-out, thereby making vector fields unobtainable. For these cases, the acoustic ordering is not completely consistent with demonstrated pulse tubes since pulse tubes operate at frequencies considerably below resonance. This is not a weakness, however, since the acoustic
solutions are smooth and well-behaved, and so can be used in engineering models. None of the previous work has compared measured mean-steady velocity fields to predictions in order to validate the solutions.

This study goes beyond previous analyses by calculating the anelastic 2-D vector fields for enthalpy and velocity, and transverse temperature. Included are the effects of heat transfer between the gas and the tube wall of finite thickness. Finally, experimentally measured mean-steady particle velocities are compared with the theory's predictions.

Section 2 focuses on the fluid equations and the conditions in which they can be approximated for acoustic, anelastic, and linear anelastic flows. The enthalpy flow, mean-steady particle velocity, and entropy equations, useful in this study, are presented.

Section 3 reduces the fluid equations for linear anelastic flow of a gas in a tube. The system taken is two-dimensional axisymmetric. Heat transfer between the gas and a thin-walled tube is included. An expansion series solution is taken, and the leading-order problem and the mean-steady higher-order equations are presented. The linearized equations are then simplified by using complex embedding for time.

Section 4 presents the linearized solutions for the strong temperature case in which the zeroth-order temperature is constant. Examined are oscillating flows for velocity and temperature, oscillating heat transfer between the gas and the tube wall, and oscillating shear. Correlations and use of the complex Nusselt number are given. Mean-steady flows are calculated for the Eulerian and Lagrangian (particle) velocities, enthalpy flux fields, and temperature. The interaction between enthalpy flow, work flow, and heat conduction is discussed.

In section 5 the predicted mean-steady particle velocities are compared with measured velocities. The measured velocities are obtained using smoke-wire flow visualization for air contained in a transparent tube with oscillating compressors at each end.

Study results and suggestions for future work are summarized in section 6 .

## 2. GOVERNING EQUATIONS

This chapter examines and simplifies the governing fluid equations for slow oscillating compressible flows. The equations are scaled, and dimensionless numbers are defined. Next, secondary transport quantities are derived, and then series solutions are identified for the limiting cases of acoustic and anelastic flow.

## Equations of Change for an Oscillating Fluid

The three governing equations for a compressible viscous fluid are defined by the laws of mass, momentum, and energy conservation. Supplementing the fluid equations are four auxiliary relations for density, enthalpy (energy), thermal conductivity, and viscosity in terms of pressure and temperature. Linear diffusion transport is assumed: Newtonian flow relating shear and velocity gradient through viscosity, and Fourier heat transfer relating heat conduction and temperature gradient through thermal conductivity. Stokes's hypothesis for the bulk viscosity is assumed, and body forces are neglected. A detailed formulation of the governing fluid equations can be found in Batchelor (ref. 61). ${ }^{1}$

The system and the boundary conditions dictate how the equations are scaled. Details of scaling are given in appendix A and a dimensional analysis is provided by J. Lee et al. (ref. 62). Consider an ideal gas contained in a system with characteristic length $L^{*}$. At each end of the tube the gas is displaced a distance $d_{0}^{*}$, with frequency $f^{*}$ and characteristic velocity amplitude $U_{0}^{*}$. The imposed oscillating displacements also produce oscillations in the velocity vector $\mathbf{u}^{*}$, pressure $p^{*}$, density $\rho^{*}$, and temperature $T^{*}$. Pressure, density, and temperature oscillate about mean reference bulk values $\dot{p}_{0}^{*}, \rho_{0}^{*}$, and $T_{0}^{*}$, respectively, which are taken as the scaling constants. The scaling for $\mathbf{u}^{*}$ is $U_{0}^{*}$ and the scaling for time is the inverse angular frequency, $\omega^{*}=2 \pi f^{*}$. Using the above scaling constants, the conservation equations for mass, momentum and energy are, respectively,

$$
\begin{gather*}
0=\rho_{, t}+\varepsilon \nabla \cdot(\rho \mathbf{u})  \tag{9}\\
\rho \mathbf{u}_{, t}+\varepsilon \rho \mathbf{u} \cdot \nabla \mathbf{u}=-\frac{1}{\lambda} \nabla p-\frac{1}{\mathrm{Va}} \nabla \cdot \tau  \tag{10}\\
\rho T_{, t}+\varepsilon \rho \mathbf{u} \cdot \nabla T=\frac{\gamma-1}{\gamma}\left(p_{, t}+\varepsilon \mathbf{u} \cdot \nabla p\right)-\frac{1}{\operatorname{Pr} \mathrm{Va}} \nabla \cdot \mathbf{q}+(\gamma+1) \frac{\mathrm{M}^{2}}{\mathrm{Va}} \tau: \nabla \mathbf{u} \tag{11}
\end{gather*}
$$

where

$$
\begin{equation*}
\tau=\mu_{2}(\nabla \cdot \mathbf{u}) \mathbf{I}+2 \mu \operatorname{def} \mathbf{u} ; \quad 3 \mu_{2}+2 \mu=0 ; \quad \operatorname{def} \mathbf{u}=\frac{1}{2}\left[\nabla \mathbf{u}+(\nabla \mathbf{u})^{\mathrm{tr}}\right] \tag{12}
\end{equation*}
$$

[^3]and $\mu_{2}$ is the second viscosity, $\mathbf{q}=-k \nabla T$ is the conduction heat flux vector, and $\tau$ is the viscous stress tensor. The dimensionless parameters are the inverse Strouhal number, $\varepsilon$; the Mach number, M ; the Prandtl number, Pr ; the Valensi number, Va; and the elasticity parameter, $\lambda$, which is a measure of the resilience of the gas (ref. 2). The parameters are defined as
\[

$$
\begin{equation*}
\varepsilon=\frac{U_{0}^{*}}{\omega^{*} L^{*}} \quad \mathrm{M}^{2}=\frac{U_{0}^{* 2}}{\gamma R^{*} T_{0}^{*}} \quad \operatorname{Pr}=\frac{v^{*}}{\alpha^{*}} \quad \mathrm{Va}=\frac{L^{* 2} \omega^{*}}{v^{*}} \quad \lambda=\frac{\gamma \mathrm{M}^{2}}{\varepsilon} \tag{13}
\end{equation*}
$$

\]

where $v^{*}$ is the kinematic viscosity, $\alpha^{*}$ is the thermal diffusivity, $\gamma$ is the heat capacity ratio $C_{p}^{*} / C_{v}^{*}, a^{*}=\sqrt{\gamma R^{*} T_{0}^{*}}$ is the speed of sound for an ideal gas, and $R^{*}$ is the ideal gas constant with the ideal gas law reducing to

$$
\begin{equation*}
p=\rho T \tag{14}
\end{equation*}
$$

Note that only two of the three parameters $\varepsilon, M$, and $\lambda$ are mutually independent. For sinusoidal motion of velocity at the tube ends, $\varepsilon=d_{0}^{*} / L^{*}$. Rewriting $\lambda=\gamma \mathrm{M} \omega^{*} L^{*} / a^{*}$ shows that it is composed of the Mach number and the ratio of the oscillation frequency to the system acoustic resonance frequency. For the problems we will address, $\mathrm{M} \ll 1, \omega^{*} L^{*} / a^{*} \ll 1$, and $\gamma=O(1)$.

## Relevant Transport Quantities

## Mean-Steady Enthalpy Flow

The local mean-steady enthalpy flow is evaluated by integrating the enthalpy flux over the cross-sectional area normal to the flow and time-averaging over a period,

$$
\begin{equation*}
\bar{H}=\int_{A} \oint \rho \mathbf{n} \cdot \mathbf{u} T d t d A \tag{15}
\end{equation*}
$$

where the overbar represents mean-steady values, and $\mathbf{n}$ is the unit vector pointing in the positive direction and normal to the cross-sectional area $A$. Enthalpy flux is scaled as $h_{0}^{*}=\rho_{0}^{*} U_{0}^{*} T_{0}^{*} C_{p}^{*}$ and enthalpy flow as $H_{0}^{*}=h_{0}^{*} A^{*}$.

## Mean-Steady Particle Velocity

For absolute steady-state conditions, the stream function represents lines of constant mass flow (ref. 63) and is identical to the path along which particles travel (particle path). However, for oscillating flow in which quadratic products of the linear solutions produce higher-order meansteady flows, the mean-steady stream function does not represent the mean-steady particle path. To find the mean-steady particle path, the mean-steady particle velocity must be determined.

The instantaneous particle velocity, $\mathbf{u}_{p}(\mathbf{x}, t)$, is the Lagrangian velocity, as opposed to $\mathbf{u}(\mathbf{x}, t)$, which is the Eulerian velocity. For small displacement, $\mathbf{u}_{p}(\mathbf{x}, t)$ can be obtained by a Taylor expansion of $\mathbf{u}(\mathbf{x}, t)$ about the initial position $\mathbf{x}_{i}$ at $t=0$. Details are given by Batchelor in
reference 61 and they are reviewed in appendix B. The mean-steady particle velocity for an oscillating flow is given as

$$
\begin{equation*}
\overline{\mathbf{u}}_{p}(\mathbf{x}) \approx \overline{\mathbf{u}}\left(\mathbf{x}_{i}\right)+\left(\overline{\int_{0}^{t} \mathbf{u}(\mathbf{x}, \tau) d \tau \cdot \nabla \mathbf{u}}\right)_{\mathbf{x}_{i}} \tag{16}
\end{equation*}
$$

where the first term on the right-hand side is the mean-steady field velocity at the initial position $\mathbf{x}_{i}$ at $t=0$, and the second term is the velocity component due to time-averaged particle oscillations that transverse $\overline{\mathbf{u}}(\mathbf{x})$.

The mean-steady Lagrangian transport of other quantities has a similar form. Let $\chi$ be such a quantity (for example, enthalpy $\mathbf{h}$; entropy $\mathbf{s}$; or the acceleration $\mathbf{u}_{, t}+\mathbf{u} \cdot \nabla \mathbf{u}$ ). Then the mean-steady value of $\chi$ associated with the particle velocity is

$$
\begin{equation*}
\bar{\chi}_{p}(\mathbf{x}) \approx \bar{\chi}\left(\mathbf{x}_{i}\right)+\left(\overline{\int_{0}^{t} \mathbf{u}(\mathbf{x}, \tau) d \tau \cdot \nabla \chi}\right)_{\mathbf{x}_{i}} \tag{17}
\end{equation*}
$$

## Entropy

The entropy equation is given by

$$
\begin{equation*}
\rho s_{, t}+\varepsilon \rho \mathbf{u} \cdot \nabla s=(\gamma-1) \frac{\mathrm{M}^{2}}{\mathrm{Va}} \Phi-\frac{1}{\operatorname{Pr} \mathrm{Va}} \nabla \cdot \mathbf{q} \tag{18}
\end{equation*}
$$

where $\Phi=\tau: \nabla \mathbf{u}$ is the dissipation function. The entropy equation is an alternative form of the energy equation and is useful for optimization studies.

## Conditions for Acoustic and Anelastic Flows

For the limiting condition of very small $\varepsilon$, equations (9)-(11) can be reduced to a set of linear equations that are amenable to an expansion series solution. The parameter $\lambda$ serves by helping to identify the distinguished limit between $\varepsilon$ and M .

## Acoustic Flow

The equations can be reduced to an acoustic form for $\lambda=\boldsymbol{O}(1)$ and $\varepsilon \ll 1$. Here the firstorder pressure $p_{l}(\mathbf{x}, t)$, is coupled between the mass conservation and momentum equations. The acoustic equations are linear (ref. 65) and allow a series solution in $\varepsilon$ where $\mathrm{M}=\varepsilon^{0.5}$ is the distinguished limit. The expansion for $p(\mathbf{x}, t)$ is

$$
\begin{equation*}
p(\mathbf{x}, t)=p_{0}(\mathbf{x})+\varepsilon p_{l}(\mathbf{x}, t)+\varepsilon^{2} p_{2}(\mathbf{x}, t)+O\left(\varepsilon^{3}\right) \tag{19}
\end{equation*}
$$

Equation (19) shows that the first correction to the pressure, $p_{l}$, is spatially dependent, and that pressure gradients are of the order of the bulk temporal pressure oscillations. The rest of the variables are also expanded in $\varepsilon$,

$$
\begin{gather*}
\rho(\mathbf{x}, t)=\rho_{0}(\mathbf{x})+\varepsilon \rho_{l}(\mathbf{x}, t)+\varepsilon^{2} \rho_{2}(\mathbf{x}, t)+O\left(\varepsilon^{3}\right)  \tag{20}\\
T(\mathbf{x}, t)=T_{0}(\mathbf{x})+\varepsilon T_{l}(\mathbf{x}, t)+\varepsilon^{2} T_{2}(\mathbf{x}, t)+O\left(\varepsilon^{3}\right)  \tag{21}\\
u(\mathbf{x}, t)=u_{0}(\mathbf{x}, t)+\varepsilon u_{l}(\mathbf{x}, t)+\boldsymbol{O}\left(\varepsilon^{2}\right)  \tag{22}\\
v(\mathbf{x}, t)=v_{0}(\mathbf{x}, t)+\varepsilon v_{l}(\mathbf{x}, t)+O\left(\varepsilon^{2}\right) \tag{23}
\end{gather*}
$$

## Anelastic Flow

An anelastic approximation of the fluid equations neglects density changes due to pressure gradients. Its effect is to "remove acoustic phenomena from theoretical considerations" (ref. 1) and it can be used to "filter sound" from the fluid equations with the advantage that the equations do not propagate numerical shocks (ref. 2). The anelastic approximation applies when shock and acoustic energies are small relative to the energy needed to compress and expand the gas.

The condition $\lambda \leq \varepsilon \ll 1$, defines the anelastic approximation. The corresponding distinguished limit is $\mathrm{M} \leq \varepsilon$. The pressure is expanded as

$$
\begin{equation*}
p(\mathbf{x}, t)=\mathcal{P}(t)+\lambda p_{2}(\mathbf{x}, t)+\text { higher order terms } \tag{24}
\end{equation*}
$$

The anelastic equations are similar to the acoustic equations except that now there is no coupling (through the pressure gradient) between the mass conservation equation and the momentum equation at leading-order, that is, at leading-order $\mathcal{P}(t)$ is not present in the momentum equation, but remains in the mass and energy conservation equations, and in the equation of state. The next pressure term is $O(\lambda)$; it is the kinematic pressure that drives the flow in the momentum equation. A consequence of this ordering is that there is an inaccuracy in the mass conservation equation of $O(\lambda)$. Appendix C details the anelastic scaling.

The added unknown $\mathcal{P}(t)$ requires an additional relation. The relation comes from the integral form of the energy equation. For a calorically perfect gas (ideal gas with constant heat capacity), the integral equation is

$$
\begin{equation*}
\mathcal{P}^{\prime}(t)=\frac{\gamma}{\mathcal{V}} \frac{1}{\operatorname{Pr~Va}} \int_{S} \mathbf{n} \cdot \nabla T d S-\frac{\gamma}{\mathcal{V}} \int_{S} \mathcal{P}(t) \mathbf{n} \cdot \mathbf{u} d S \tag{25}
\end{equation*}
$$

where $\mathbf{n}$ is the outward pointing unit normal vector, $S$ is the surface area enclosing the domain, and $\mathcal{V}$ is the domain volume. Equation (25) defines $\mathcal{P}(t)$ in terms of boundary conditions only, hence, $\mathcal{P}(t)$ is the thermodynamic equilibrium pressure and is the integral equivalent of the first law used in macroscopic thermodynamics.

Now consider a subset of the above case in which $\lambda \ll \varepsilon \ll 1$. An appropriate expansion of pressure is

$$
\begin{equation*}
p(\mathbf{x}, t)=p_{O}+\varepsilon p_{1}(t)+\lambda p_{2}(\mathbf{x}, t)+\varepsilon \lambda p_{3}(\mathbf{x}, t)+O\left(\varepsilon^{2} \lambda\right) \tag{26}
\end{equation*}
$$

The expansion given by equation (26) is applicable for pulse tubes where $\mathcal{P}(t)$ of equation (24) has been split into two terms, $p_{0}+\varepsilon p_{I}(t)$. The first term represents $\boldsymbol{O}(1)$ time-dependence of pressure, such as when the pulse tube is cooling or warming; for quasi-steady conditions it is constant. The second term represents $\boldsymbol{O}(\varepsilon)$ time-dependence given by the oscillating pressure in the pulse tube. As before, the thermodynamic pressure $p_{1}$ is determined from the energy integral, equation (25). The expansion in $\varepsilon$ of the other variables is given by equations (20)-(23).

## Linear Anelastic Flow

The added condition $\varepsilon \mathrm{Va} \ll 1$ allows linearization of momentum, that is, a linear anelastic approximation. The product $\varepsilon \mathrm{Va}$ is the Reynolds number. In this study, the linear anelastic problem is investigated. Though the acoustic problem is not addressed here, it has been addressed elsewhere (ref. 20); it is, however, summarized, along with the anelastic equations, in table 3 of section 3 .

## 3. TWO-DIMENSIONAL AXISYMMETRIC FORMULATION

In this section, the two-dimensional axisymmetric linear anelastic problem is derived for oscillating flow in a tube. Heat transfer between the gas and a tube wall of thin but finite thickness is considered. Mean-steady relations are derived and summarized for both the anelastic and acoustic limits. Finally, the equations are simplified for sinusoidal time using complex embedding.

## System

Consider an ideal gas contained in a long cylindrical tube of finite wall thickness. The thickness of the tube wall is very thin relative to the tube radius. The system is thermally insulated, and the gas velocities at the tube ends are of small amplitude and sinusoidal. Figure 7 is a sketch of the system. A summary of the assumptions and approximations made in the analysis is as follows:

1. Two-dimensional, axisymmetric cylindrical geometry
2. Inert single component ideal gas
3. Constant properties-thermal conductivity, heat capacity, dynamic viscosity
4. Enthalpy a function of temperature only
5. Stokes hypothesis for second viscosity, $3 \mu_{2}+2 \mu=0$
6. $r_{w}^{*} / L^{*} \ll 1$ implying that the radial momentum equation is negligible, $p_{, r} \approx 0$, and that $p=p(z, t)$
7. No body forces
8. $l^{*} \ll r_{w}^{*}$ so that the tube wall domain can be approximated with rectangular Cartesian coordinates
9. Sinusoidal time-periodic velocity boundary conditions


Figure 7. Two-dimensional axisymmetric system for oscillating flow.

The problem is divided into two domains. In the gas domain, only the gas inside the tube is considered; it extends from $r=0$ to $r=1$, and from $z=0$ to $z=1$. In the tube-wall domain, only the tube wall thickness is considered; it extends from $y=0$ to $y=1$, and from $z=0$ to $z=1$. The two problems are coupled through the boundary conditions between the gas and the tube wall which require that the temperature and heat flux be continuous across the interface. In the gas domain, the thermodynamic variables of temperature $T$ and density $\rho$ are functions of spatial coordinates $r$ and $z$, and of time $t$. For the tube-wall domain, the tube-wall temperature $\theta$ is a function of $y, z$, and $t$. The normalized velocity field for the gas domain is composed of the axial velocity $u$ and the radial velocity $v$. The periodic boundary condition at $r=0$ and $z=0$ is $u=\tilde{U}_{0} e^{i t}$ and at $r=0$ and $z=1$ it is $u=\tilde{U}_{L} e^{i\left(t+\phi_{U}\right)}$ where $i=\sqrt{-1}$. The velocity is scaled by $\tilde{U}_{0}^{*}$ so that $\tilde{U}_{O}=1$ and $\tilde{U}_{L}=\tilde{U}_{L}^{*} / \tilde{U}_{0}^{*}$. Finally, at the outer surface of the tube $(y=1)$ the radial heat flux is zero (adiabatic).

## Equations

The dimensionless fluid equations for mass and energy conservation, the equation of motion, and energy conservation for the tube wall are

$$
\begin{gather*}
\rho_{, t}+\varepsilon\left[\frac{(\rho v r)_{, r}}{r}+(\rho u)_{, z}\right]=0  \tag{27}\\
(\rho u)_{, t}+\varepsilon\left(\frac{(\rho v u)_{, r}}{r}+(\rho u u)_{, z}\right)=-\frac{1}{\lambda} p_{, z}+\frac{1}{\mathrm{Va}} \frac{\left(r u_{, r}\right)_{, r}}{r}  \tag{28}\\
\frac{p, t}{\gamma}+\varepsilon\left[\frac{(p v r)_{, r}}{r}+(p u)_{, z}\right]=\frac{\gamma-1}{\gamma} \varepsilon u p_{, z}+\frac{1}{\operatorname{Pr} \operatorname{Va}}\left(\frac{\left(r T_{, r}\right)_{, r}}{r}+\varepsilon^{2} \Gamma^{2} T_{, z z}\right)+(\gamma-1) \frac{\mathrm{M}^{2}}{\mathrm{Va}} u_{, r}^{2}  \tag{29}\\
p=\rho T  \tag{30}\\
\theta_{, t}=\mathrm{Fo}\left(\theta_{, y y}+\varepsilon^{4} \Gamma_{w}^{2} \theta_{, z z}\right) \tag{31}
\end{gather*}
$$

where $\Gamma^{2}=\left(r_{w}^{*} / \varepsilon L^{*}\right)^{2}$ and $\Gamma_{w}^{2}=\left(l^{*} / \varepsilon^{2} L^{*}\right)^{2}$. The last two relations, $\Gamma$ and $\Gamma_{w}$, are of $\boldsymbol{O}(1)$. This ordering for equations (29) and (31) applies when the axial conduction of energy due to the tube wall is two orders higher than the corresponding conduction of the gas. The equations do not allow for azimuthal flow; however, it is noted that one should not necessarily rule out the possibility of azimuthal flow in pulse tubes.

In addition to the dimensionless numbers previously introduced $(\varepsilon, \mathrm{M}, \operatorname{Pr}, \mathrm{Va}$, and $\lambda$ ) there are several other dimensionless quantities that result from the boundary conditions and the system geometry. These are the velocity amplitude ratio, $\tilde{U}_{L}$; the normalized velocity phase angle, $\phi_{U}$, which is the phase angle between the velocities $U_{0}^{*}$ and $U_{L}^{*}$ where $U_{0}^{*}$ leads $U_{L}^{*}$ and $0 \leq \phi_{U}<1$; the

Fourier number for the tube wall, Fo $=\alpha_{w}^{*} /\left(l^{*} \omega^{*}\right)$; and dimensionless length ratios, $r_{w}^{*} / L^{*}$ and $l^{*} / L^{*}$. Table 2 lists the complete set of dimensionless parameters.

Table 2. Dimensionless numbers.

|  | Range | Name | Definition | Comments |
| :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $\begin{aligned} & 10^{-3} \text { to } \\ & 10^{-1} \end{aligned}$ | Expansion parameter | $\tilde{U}_{0}^{*} /\left(\omega^{*} L^{*}\right)=d_{0}^{*} / L^{*}$ | Ratio of displacement length $d_{0}^{*}$ to tube length $L^{*}, \omega^{*}=2 \pi f^{*}$ |
| $\lambda$ | $\begin{aligned} & 10^{-8} \text { to } \\ & 10^{-5} \end{aligned}$ | Elasticity parameter | $\gamma \frac{\mathrm{M}^{2}}{\varepsilon}=\gamma \frac{\tilde{U}_{0}^{*}}{a^{*}} \frac{\omega^{*} L^{*}}{a^{*}}$ | $\gamma=\frac{C_{p}^{*}}{C_{v}^{*}} \text { and } a^{*}=\sqrt{\gamma R^{*} T_{0}^{*}}$ |
| M | $\begin{aligned} & 10^{-5} \text { to } \\ & 10^{-3} \end{aligned}$ | Mach number | $\bar{U}_{0}^{*} / a^{*}$ | Ratio of velocity at $z=0$ to speed of sound |
| Va | 1 to $10^{2}$ | Valensi number | $r_{w}^{*} \omega^{*} / v^{*}$ | Squared ratio of tube inner radius to viscous diffusion length |
| Pr | 0.7 | Prandtl number | $v^{*} / \alpha^{*}$ | Squared ratio of viscous to thermal diffusion length of gas |
| Fo | 0 to $10^{2}$ | Fourier number | $\alpha_{w}^{*} /\left(l^{* 2} \omega^{*}\right)$ | Squared ratio of tube-wall thermal diffusion length to tube-wall thickness |
| $r_{w}^{*} / L^{*}$ | $10^{-1}$ | Gas domain length ratio |  | Ratio of tube radius to tube length |
| $l^{*} / L^{*}$ | $10^{-2}$ | Tube wall length ratio |  | Ratio of tube-wall thickness to tube length |
| $\tilde{U}_{L}$ | 0 to 1 | Velocity ratio | $\tilde{U}_{L}^{*} / \tilde{U}_{0}^{*}$ | Ratio of velocity amplitude at $z=1$ to amplitude at $z=0$ |
| $\phi_{U}$ | $\begin{gathered} -0.5 \text { to } \\ 0 \end{gathered}$ | Velocity phase angle |  | Velocity phase angle where $U_{0}$ at $z=0$ leads $U_{L}$ at $z=1$ |
| $\bar{H}$ |  | Normalized enthalpy flow | $\bar{H}^{*} / \bar{H}_{\text {ref }}^{*}$ | Ratio of mean-steady enthalpy flow to oscillating enthalpy flow $\bar{H}_{r e f}^{*}=\rho_{0}^{*} T_{0}^{*} \tilde{U}_{0}^{*} C_{p}^{*} \pi r_{w}^{*}$ |

To illustrate the values of the dimensionless numbers, consider a small-sized pulse tube operating at 10 Hz , with a stainless steel tube of wall thickness $l^{*}=0.01 \mathrm{~cm}$, inner radius $r_{w}^{*}=0.35 \mathrm{~cm}$, length $L^{*}=5 \mathrm{~cm}$; thermal diffusivity of the tube wall $\alpha_{w}^{*}=0.045 \mathrm{~cm}^{2} / \mathrm{sec}$; helium gas mean pressure at $10^{6} \mathrm{~Pa}$; kinematic viscosity $v^{*}=0.124 \mathrm{~cm}^{2} / \mathrm{sec}$; Prandtl number $\operatorname{Pr}=0.7$; speed of sound $a^{*}=10^{3} \mathrm{~m} / \mathrm{sec}$; and gas displacement $d_{0}^{*}=0.04 \mathrm{~cm}$. The calculated dimensionless numbers become $\varepsilon=8 \times 10^{-3}, \mathrm{Va}=62, \varepsilon \mathrm{Va}=0.497, \mathrm{M}=2.5 \times 10^{-5}, \lambda=4.8 \times 10^{-8}, \mathrm{Fo}=7.2$, and
$\mathrm{M}^{2} / \mathrm{Va}=\boldsymbol{O}\left(10^{-11}\right) \ll \varepsilon^{2}$. The value of $\varepsilon \mathrm{Va}$ shows that these conditions are at the limit of the linear approximation, and the relation for $\mathrm{M}^{2} / \mathrm{Va}$ shows that viscous dissipation is not important.

Now consider a pulse tube operating with a more typical $\varepsilon=0.1$. This results in $\varepsilon \mathrm{Va}=6.2$, which is not strictly within the constraints of the linear approximation. However, if the measured values of mean-steady flow for $\varepsilon \mathrm{Va} \geq 1$ are in agreement with calculations using a linear approach, then an argument can be made for describing mean-steady flows for pulse tubes using a linear theory. It will be shown that this is the case.

## Series Expansion

The anelastic criterion that applies to pulse tubes is

$$
\begin{equation*}
\lambda \ll \varepsilon \ll 1 \tag{32}
\end{equation*}
$$

We are interested in the quasi-steady periodic solution for the leading-order problem.
Equations (27)-(31) are linearized using a two-parameter series expansion for pressure in $\varepsilon$ and $\lambda$,

$$
\begin{equation*}
p(z, t)=1+\varepsilon p_{I}(t)+\lambda p_{2}(z, t)+\varepsilon \lambda p_{3}(z, t)+\boldsymbol{O}\left(\varepsilon^{2} \lambda\right) \tag{33}
\end{equation*}
$$

and an expansion in $\varepsilon$ for the other variables,

$$
\begin{gather*}
\rho(r, z, t)=\rho_{0}(z)+\varepsilon \rho_{l}(r, z, t)+\varepsilon^{2} \rho_{2}(r, z, t)+\boldsymbol{O}\left(\varepsilon^{3}\right)  \tag{34}\\
T(r, z, t)=T_{0}(z)+\varepsilon T_{l}(r, z, t)+\varepsilon^{2} T_{2}(r, z, t)+\boldsymbol{O}\left(\varepsilon^{3}\right)  \tag{35}\\
u(r, z, t)=u_{0}(r, z, t)+\varepsilon u_{l}(r, z, t)+O\left(\varepsilon^{2}\right)  \tag{36}\\
v(r, z, t)=v_{0}(r, z, t)+\varepsilon v_{l}(r, z, t)+O\left(\varepsilon^{2}\right) \tag{37}
\end{gather*}
$$

For details as to why the expansion takes the form of integer powers in $\varepsilon$ and $\lambda$ refer to appendix $D$. Equation (33) reflects that the leading-order equation of state is

$$
\begin{equation*}
1=p_{0}=\rho_{0}(z) T_{0}(z) \tag{38}
\end{equation*}
$$

and the first-order correction for pressure is

$$
\begin{equation*}
p_{I}=p_{I}(t) \tag{39}
\end{equation*}
$$

Details for obtaining equation (39) are also given in appendix $D$.

## First-Order Oscillating Equations

The resulting first-order equations for mass and energy conservation, the equation of state, and the energy equation for the tube wall are, respectively,

$$
\begin{equation*}
\rho_{l, t}+\frac{\left(\rho_{0} u_{0} r\right)_{, r}}{r}+\left(\rho_{0} u_{0}\right)_{, z}=0 \tag{40}
\end{equation*}
$$

$$
\begin{gather*}
\frac{p_{l, t}}{\gamma}+\frac{\left(p_{0} v_{0} r\right)_{, r}}{r}+\left(p_{0} u_{0}\right)_{, z}=\frac{1}{\operatorname{Pr} \mathrm{Va}} \frac{\left(r T_{l, r}\right)_{, r}}{r}  \tag{41}\\
p_{l}=\rho_{0} T_{l}+\rho_{I} T_{0}  \tag{42}\\
\theta_{l, t}=\text { Fo } \theta_{l, y y} \tag{43}
\end{gather*}
$$

The condition $\varepsilon \mathrm{Va} \ll 1$ allows linearization of momentum. Ordering the momentum equation shows that the flow is driven by the $p_{2}(z, t)$ pressure gradient

$$
\begin{equation*}
\left(\rho_{0} u_{0}\right)_{, t}=-p_{2, z}+\frac{1}{\mathrm{Va}} \frac{\left(r u_{0, r}\right)_{, r}}{r} \tag{44}
\end{equation*}
$$

The energy integral over the gas domain defines the relation for $p_{l}(t)$

$$
\begin{equation*}
p_{l}^{\prime}(t)=\frac{\gamma}{V}\left(\frac{1}{\operatorname{Pr} V a} \int_{S} \mathbf{n} \cdot T_{l, r} d S-\int_{\mathcal{S}} \mathbf{n} \cdot p_{O} u_{0} d S\right) \tag{45}
\end{equation*}
$$

where the prime denotes an exact derivative. Equation (45) shows that the thermodynamic oscillating pressure $p_{l}(t)$, results from the forced oscillations at the tube ends and from periodic radial heat conduction at the tube walls. ${ }^{1}$ Details of the expansion are given in appendix D.

The above coupled set of linear equations still does not completely define the basic state problem. This is because the zeroth-order temperature, $T_{0}(z)$, is coupled to the mean-steady, second-order energy equation. To completely define the basic state problem, the mean-steady equations of next order must be determined.

## Mean-Steady Equations

Mean-steady velocity component due to Reynolds stresses, $\overline{\mathbf{u}}_{I}$
The mean-steady, second-order momentum equation is given by

$$
\begin{equation*}
\frac{\left(\rho_{0} \overline{v_{0} u_{0}}\right)_{, r}}{r}+\left(\rho_{0} \overline{u_{0} u_{0}}\right)_{, z}=-\bar{p}_{3, z}+\frac{1}{\mathrm{Va}} \frac{\left(r \bar{u}_{l, r}\right)_{, r}}{r} \tag{46}
\end{equation*}
$$

The left-hand side of equation (46) contains the Reynolds stresses. The right-hand side is the resulting mean-steady velocity $\bar{u}_{I}$, and the mean-steady pressure $\bar{p}_{3}$. These two are unknown. A second relation comes from the zero-net-mass-flow constraint, which requires that the integration of the steady axial mass flux over the area normal to the axial flow be zero,

$$
\begin{equation*}
0=\int_{0}^{1}\left(\rho_{0} \overline{u_{l}}+\overline{\rho_{I} u_{0}}\right) r d r \tag{47}
\end{equation*}
$$

[^4]The above two equations are used to solve for $\bar{u}_{I}$ and $\bar{p}_{3}$. The mass conservation equation is then used to solve for $\bar{v}_{l}$,

$$
\begin{equation*}
0=\frac{\left(\rho_{0} \overline{v_{I}} r+\overline{\rho_{I} v_{0}} r\right)_{, r}}{r}+\left(\rho_{0} \overline{u_{l}}+\overline{\rho_{I} u_{0}}\right)_{, z} \tag{48}
\end{equation*}
$$

Mean-steady temperature distribution and the equation of state
The mean-steady, second-order energy equation is used to find $\bar{T}_{2}$,

$$
\begin{equation*}
\frac{1}{\operatorname{Pr} \mathrm{Va}}\left\{\frac{\left(r \bar{T}_{2, r}\right)_{, r}}{r}+\Gamma^{2} T_{0, z z}\right\}=\nabla_{a} \cdot\left(p_{0} \overline{\mathbf{u}_{I}}+\overline{p_{l} \mathbf{u}_{0}}\right) \tag{49}
\end{equation*}
$$

where $\Gamma^{2}=O(1)$ and $\left(\nabla_{a}\right)$ is the axisymmetric divergence operator, that is, $\nabla_{a} \cdot\left(p_{0} \overline{\mathbf{u}_{I}}+\overline{p_{I} \mathbf{u}_{0}}\right)=\left(p_{0} \overline{u_{I}}+\overline{p_{I} u_{0}}\right)_{, z}+\frac{1}{r}\left(r p_{0} \overline{u_{I}}+r \overline{p_{I} u_{0}}\right)_{, r}$. Here we see that $T_{0}(z)$ is coupled to the second-order energy equation. The equation of state is used to find the density

$$
\begin{equation*}
\bar{p}_{2}=\rho_{0} \bar{T}_{2}+\overline{\rho_{1} T_{I}}+\bar{\rho}_{2} T_{0} \tag{50}
\end{equation*}
$$

The gas-domain equation is coupled to the tube-wall domain

$$
\begin{equation*}
0=\bar{\theta}_{2, y y} \tag{51}
\end{equation*}
$$

which implies $\bar{\theta}_{2}=0$ after requiring that the temperature boundary condition at $y=1$ be adiabatic. The zeroth-order temperature of the tube wall, $\theta_{0, z z}$, is of $O\left(\varepsilon^{4}\right)$ so it does not enter into the problem at $\boldsymbol{O}\left(\varepsilon^{2}\right)$.

The complete leading-order problem requires $T_{0}(z)$ to be solved simultaneously at zerothorder (eq. (38)), oscillating first-order (eq. (42)), and mean-steady, second-order (eq. (49)). Table 3 summarizes the leading-order and mean-steady equations and boundary conditions.

Table 3. Summary of equations: leading order and mean-steady boundary conditions. ${ }^{a}$

\begin{tabular}{|c|c|c|}
\hline Zeroth -order relations
\[
\begin{aligned}
\& p_{0}=1 \\
\& p_{0}=\rho_{0}(z) T_{0}(z) \\
\& \theta_{0}(z)=T_{0}(z)
\end{aligned}
\] \& Zeroth-order equation of state \& Eq.
(a)
(b)
(c) \\
\hline First-order oscillating equations
\[
\begin{aligned}
\& \left(\rho_{0} u_{0}\right)_{, t}=-p_{2, z}+\frac{1}{\mathrm{Va}} \frac{\left(r u_{0, r}\right)_{, r}}{r} \\
\& \rho_{l, t}+\nabla_{a} \cdot\left(\rho_{0} \mathbf{u}_{0}\right)=0 \\
\& p_{l, t}=\gamma\left(\frac{1}{\operatorname{Pr~Va}} \frac{\left(r T_{l, r}\right)_{, r}}{r}-\nabla_{a} \cdot\left(p_{0} \mathbf{u}_{0}\right)\right) \\
\& p_{l, t}=\frac{\gamma}{V}\left(\frac{1}{\operatorname{Pr} \mathrm{Va}_{S}} \int_{\mathrm{S}} \mathbf{n} \cdot T_{l, r} d S-\int_{\mathcal{S}} \mathbf{n} \cdot p_{0} u_{0} d S\right) \\
\& p_{l}=\rho_{0} T_{l}+\rho_{I} T_{0} \\
\& \theta_{l, t}=\mathrm{Fo} \theta_{l, y \mathrm{y}}
\end{aligned}
\] \& \begin{tabular}{l}
\(\boldsymbol{O}(\lambda)\) pressure gradient drives the \(\boldsymbol{O}(1)\) velocity \\
Mass conservation \\
Energy \\
Volume integrated energy \\
Equation of state \\
Energy equation for tube wall
\end{tabular} \& (d)
(e)
(f)
(g)
(h)
(i) \\
\hline Mean-steady equations
\[
\begin{aligned}
\& \nabla_{a} \cdot\left(\rho_{0} \overline{\mathbf{u}_{0}^{2}}\right)=-\bar{p}_{3, z}+\frac{1}{\mathrm{Va}} \frac{\left(r \bar{u}_{l, r}\right)_{, r}}{r} \\
\& 0=\int_{0}^{1}\left(\rho_{0} \overline{u_{l}}+\overline{\rho_{l} u_{0}}\right) r d r \\
\& \nabla_{a} \cdot\left(\rho_{0} \overline{\mathbf{u}}_{l}+\overline{\rho_{l} \mathbf{u}_{0}}\right)=0 \\
\& \frac{1}{\operatorname{Pr} \mathrm{Va}} \frac{\left(r \bar{T}_{2, r}\right)_{, r}}{r}=\nabla_{a} \cdot\left(p_{0} \overline{\mathbf{u}}_{l}+\overline{p_{l} \mathbf{u}_{0}}\right)-\frac{\Gamma^{2}}{\operatorname{Pr} \mathrm{Va}} T_{0, z z} \\
\& \bar{p}_{2}=\rho_{0} \bar{T}_{2}+\overline{\rho_{l} T_{l}}+\bar{\rho}_{2} T_{0} \\
\& 0=\bar{\theta}_{2, y y}
\end{aligned}
\] \& \begin{tabular}{l}
Solve with the axial mass flow constraint to obtain \(\bar{p}_{3}\) and \(\bar{u}_{1}\) average \\
Axial mass flow constraint \\
Single quadrature to find \(\bar{v}_{l}\) \\
Second-order mean-steady energy equation
\end{tabular} \& (j)
(k)
(l)
(m)

(n)
(o) <br>
\hline \multicolumn{3}{|l|}{${ }^{a}$ The acoustic problem is obtained by replacing $p_{2}$ in eq. (d) with $\frac{p_{1}(z, t)}{\lambda}$, replacing $p_{3}$ in eq. (j) with $\frac{p_{2}(z, t)}{\lambda}$; and eliminating eq. (g).} <br>
\hline
\end{tabular}

Table 3. Concluded.


## Comments

The complete problem involves 15 variables ( $u_{0}, v_{0}, \bar{u}_{1}, \bar{v}_{1}, \rho_{0}, \rho_{1}, \bar{\rho}_{2} T_{0}, T_{1}, \bar{T}_{2}, \theta_{1}$, $\bar{\theta}_{2}, p_{1}, p_{2}, \bar{p}_{3}$ ) in the 15 equations listed by equations $(\mathrm{b})$ and $(\mathrm{d})-(\mathrm{q})$ in table 3 . There are 12 continuum equations, one integral equation (g), and two boundary constraints (p) and (q). The boundary constraints are independent equations, since in the differential equation for mass conservation, $v_{0}$ has only a single derivative and need satisfy only a single boundary condition. Note that the zeroth-, first-, and second-order equations must be solved simultaneously for the leading-order problem because $T_{0}$ is coupled between the zeroth- and first-order equations of state, and the meansteady energy equation.

Thermally strong approximation, $T_{0, z}=0$
The problem can be greatly simplified for the case of negligible zeroth-order axial temperature gradient, $T_{0, z}=0$. This would apply for a strongly imposed heat sink/source on the system. This leads to decoupling of the zeroth-order equation of state from the mean-steady energy equations. The zeroth-order equation of state is exactly known ( $p_{0}=\rho_{0}=T_{0}=1$ ) so that the firstorder oscillating equations become self-contained and can be solved independently. The result is seven equations (eqs. (d) to (i) and boundary constraint eq. (p)) with seven unknowns ( $u_{0}, v_{0}, p_{1}, p_{2}$, $\rho_{l}, T_{l}, \theta_{l}$ ). This simplified case applies to the experimental investigations of section 5 .

## Acoustic limit

As shown in section 2 , the acoustic limit requires $\lambda \approx \varepsilon \ll 1$ which results in $p(z, t)=1+\varepsilon p_{l}(z, t)+\varepsilon^{2} p_{2}(z, t)+\boldsymbol{O}\left(\varepsilon^{3}\right)$. The equations in table 3 can be rewritten in acoustic form by replacing $p_{2}(z, t)$ in equation (d) with $p_{I}(z, t)$; replacing $p_{3}(z, t)$ in equation (j) with $p_{2}(z, t)$; and eliminating equation (g).

## Entropy production

The mean-steady generation of entropy can be used to optimize enthalpy flow by minimizing entropy production. The entropy equation is expanded to second-order and integrated over the domain. The zeroth- and first-order entropy equations do not contribute to mean-steady entropy production since they describe only linear oscillating entropy transfer in the form of heat transfer and entropy advection, and not generation. ${ }^{2}$ Entropy generation is quadratic at secondorder.

Integrating the second-order entropy equation over the domain results in the steady generation of entropy $\bar{S}_{2}$,

[^5]\[

$$
\begin{align*}
\bar{S}_{2}= & \int_{\mathcal{V}}\left(\rho_{0} \overline{s_{2}}+\overline{\rho_{l} s_{1}}+\overline{\rho_{2}} s_{0}\right) d \mathcal{V} \\
= & \frac{1}{\operatorname{Pr} \operatorname{Va}}\left\{\int\left[\overline{\mathcal{V}}\left[\overline{\left(\frac{T_{l, r}}{T_{0}}\right)^{2}}+\Gamma\left(\frac{T_{1, r}}{T_{0}} \frac{T_{0, z}}{T_{0}}\right)+\Gamma^{2}\left(\frac{T_{0, z}}{T_{0}}\right)^{2}\right] d \mathcal{V}+\int_{S} \mathbf{n} \cdot \frac{\bar{T}_{2, r}}{T_{0}} d S\right\}\right. \\
& -\int_{S} \mathbf{n} \cdot\left(\rho_{0} \overline{\mathbf{u}_{0} s_{1}}+\rho_{0} \overline{\mathbf{u}_{1}} s_{0}+\overline{\rho_{l} \mathbf{u}_{0}} s_{0}\right) d S \tag{52}
\end{align*}
$$
\]

Viscous dissipation does not come in at second-order-irreversibilities are due only to heat transfer.
The entropy produced in the tube wall must be added. The entropy equation for the wall at second-order is

$$
\begin{equation*}
\bar{\vartheta}_{2}=\mathrm{Fo}\left\{\int_{\mathcal{V}_{w}}\left\{\overline{\left(\frac{\theta_{l, r}}{T_{0}}\right)^{2}}+\Gamma_{w}^{2} \overline{\left(\frac{\theta_{0, z}}{T_{0}}\right)^{2}}\right\} d \mathcal{V}_{w}+\int_{S_{w}} \mathbf{n} \cdot \frac{\theta_{2, r}}{T_{0}} d S_{w}\right\} \tag{53}
\end{equation*}
$$

The total entropy generated by the combined gas and tube wall system is the sum, $\left(\bar{S}_{2}+\bar{\vartheta}_{2}\right)$. In the limit of an isothermal or an adiabatic wall boundary condition, the wall-domain problem need not be considered, and the gas-domain equation, $\bar{S}_{2}$, by itself, is sufficient because in both idealized cases there are no temperature gradients present in the wall.

## Complex Embedding of the First-Order Equations

To obtain a periodic solution for the linear equations of table 3, complex embedding can be used to eliminate the time-dependence. The problem is then solved in the complex plane with the real part of the complex solution being of physical significance. The complex solution takes the form

$$
\begin{equation*}
\chi=\Re\left[\hat{\chi}(\mathbf{x}) e^{i t}\right] \tag{54}
\end{equation*}
$$

where $\chi$ represents the real part of the complex function $\hat{\chi}(\mathbf{x}) e^{i t}$. In general, $\hat{\chi}(\mathbf{x})$ is spatially dependent and is itself complex. Appendix E details the procedure for simplifying the first-order equations; only the important points are summarized here.

The first-order momentum equation given in table 3, equation (d), is reduced to a solution in $z$. The solution for $u_{0}$ is explicit in $r$ with the $z$-dependence contained in $p_{2}(z)$ and $\rho_{0}(z)$, both unknown at this time:

$$
\begin{equation*}
\hat{u}_{0}=i \frac{\hat{p}_{2}^{\prime}(z)}{\rho_{0}(z)}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})\right] \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{n}(r, z ; \sigma)=\frac{J_{n}\left(r \sigma \sqrt{-i \rho_{0}(z)}\right)}{J_{0}\left(\sigma \sqrt{-i \rho_{0}(z)}\right)} \quad n=0,1 \tag{56}
\end{equation*}
$$

with $J_{n}$ being the Bessel function of the $n$ th-order. In a similar manner, the energy equation can be solved explicitly in $r$ with unknown dependence in $z$. The energy equation is rearranged using the equation of state and the mass conservation equation to arrive at

$$
\begin{align*}
\hat{T}_{l}= & \frac{\gamma-1}{\gamma} \hat{p}_{1} T_{0}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})\right]+\tilde{T}_{w} e^{i \phi_{T}} \zeta_{O}(r, z ; \sqrt{\mathrm{PrVa}}) \\
& -T_{0} T_{O}^{\prime} \hat{p}_{2}^{\prime}\left\{\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{PrVa}})\right]-\left(\frac{\operatorname{Pr}}{\mathrm{Pr}-1}\right)\left[\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})-\zeta_{0}(r, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})\right]\right\} \tag{57}
\end{align*}
$$

where $\tilde{T}_{w}$ is the amplitude and $\phi_{T}$ is the phase angle of the temperature at the interface between the gas and the tube wall. The first term on the right-hand side of equation (57) contains the factor $\frac{\gamma-1}{\gamma} \hat{p}_{1} T_{0}$. This factor represents the leading term of a series expansion of the thermodynamic relation for isentropic compression of an ideal gas, $\frac{d T}{T}=\frac{\gamma-1}{\gamma} \frac{d p}{p}$. The first term also includes the Bessel function expression $\left[1-\zeta_{0}(r, z ; \sqrt{\operatorname{Pr} \mathrm{Va}})\right]$, which describes the transverse diffusion temperature fall-off between the center of the gas and the tube wall.

The second term of equation (57) is the effect due to the heat transfer between the gas and the tube wall. For an isothermal tube wall, $\tilde{T}_{w}=0$. For a non-isothermal wall of finite thickness, $\hat{T}_{1}$ is coupled to the temperature $\hat{\theta}_{I}$ of the tube wall. The governing equation for the tube wall is given in table 3 by equation (i). The solution is

$$
\begin{equation*}
\hat{\theta}_{l}=\tilde{T}_{w} e^{i \phi_{T}}\left[e^{i \chi y}-e^{\left.i \chi\left(\frac{i \sin \chi y}{\cos \chi}\right)\right]}\right. \tag{58}
\end{equation*}
$$

where $\chi=\sqrt{\frac{-i}{\text { Fo }}}$.
The third term is due to advection of gas along the axial temperature gradient. The dependence on $T_{0}$ suggests that the oscillating temperature $T_{1}$ should increase with local mean temperature. Experimental measurements of the oscillating temperature in a pulse tube suggest this is the case (ref. 35, p. 54). For $\operatorname{Pr} \rightarrow 1$, L' Hospital's rule shows that the term remains finite. Moreover, for a BPT with $\operatorname{Pr} \rightarrow 1$ and $T_{w}=0$, the phase shift between temperature and velocityprovided by the difference between thermal and viscous diffusion lengths-is everywhere orthogonal, which results in zero enthalpy flux. However, for an OPT, a phase shift is imposed by the velocity conditions at the tube ends, hence, enthalpy flux remains finite for $\operatorname{Pr}=1$.

Equation (57) shows that the unknown temperature, $\hat{T}_{1}$, is now described as a function of the axial temperature $T_{0}(z)$, the kinematic pressure $\hat{p}_{2}(z)$, the bulk oscillating pressure $\hat{p}_{1}$, and the temperature amplitude $\tilde{T}_{w}$ and phase angle $\phi_{T}$ between the gas and tube wall. Equation (57) is combined with the zeroth- and first-order equations of state and with the first-order mass conservation equation to obtain a second-order ordinary differential equation for $v_{0}$ which is explicit in $r$ and unknown in $z$ :

$$
\begin{align*}
v_{0}= & i\left\{m_{I}(r, z ; \sqrt{\mathrm{Va}}) T_{0} \hat{p}_{2}^{\prime \prime}\right. \\
& +\left(m_{l}(r, z ; \sqrt{\mathrm{Va}})-\frac{\mathrm{Pr}}{\mathrm{Pr}-1}\left[m_{3}(r, z ; \sqrt{\mathrm{Va}})-m_{3}(r, z ; \sqrt{\mathrm{PrVa}})\right]\right) T_{0}^{\prime} \hat{p}_{2}^{\prime}  \tag{59}\\
& \left.+m_{2}(r, z ; \sqrt{\mathrm{PrVa}}) \hat{p}_{I}+m_{3}(r, z ; \sqrt{\mathrm{Pr} \mathrm{Va}}) \frac{\tilde{T}_{w}}{T_{0}} e^{i \phi_{T}}\right\}
\end{align*}
$$

where

$$
\begin{gather*}
m_{l}(r, z ; \sqrt{\mathrm{Va}})=-\left[\frac{r}{2}-m_{3}(r, z ; \sqrt{\mathrm{Va}})\right]  \tag{60}\\
m_{2}(r, z ; \sqrt{\mathrm{PrVa}})=-\left[\frac{r}{2 \gamma}+\frac{\gamma-1}{\gamma} m_{3}(r, z ; \sqrt{\mathrm{PrVa}})\right]  \tag{61}\\
m_{3}(r, z ; \sigma)=\frac{1}{\sigma \sqrt{-i \rho_{0}(z)}} \zeta_{1}(r, z ; \sigma) \tag{62}
\end{gather*}
$$

Details about the derivation of equation (59) are given in appendix E. Equation (62) shows that when $T_{0, z}=0, \rho_{0}$ is constant and that $v_{0}$ becomes independent of $z$. The boundary condition $v_{0}=0$ at $r=1$ is used with equation (69) to obtain a quasi-linear, second-order ordinary differential equation for $\hat{p}_{2}(z)$ with unknown constant $\hat{p}_{1}$.

$$
\begin{align*}
0=\hat{p}_{2}^{\prime \prime} & +\left\{\frac{m_{l}(1, z ; \sqrt{\mathrm{PrVa}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}-\frac{\operatorname{Pr}}{\operatorname{Pr}-1}\left[\frac{m_{3}(1, z ; \sqrt{\mathrm{Va}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}-\frac{m_{3}(1, z ; \sqrt{\mathrm{PrVa}})}{m_{I}(1, z ; \sqrt{\mathrm{Va}})}\right]\right\}\left[\ln T_{0}(z)\right]^{\prime} \hat{p}_{2}^{\prime}  \tag{63}\\
& +\frac{m_{2}(1, z ; \sqrt{\mathrm{PrVa}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})} \frac{\hat{p}_{l}}{T_{0}}+\frac{m_{3}(1, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})} \frac{\tilde{T}_{w}}{T_{0}^{2}} e^{i \varphi_{T}}
\end{align*}
$$

This is the pressure equation for $\hat{p}_{2}(z)$. The volume-integrated energy equation is required for the unknown $\hat{p}_{1}$,

$$
\begin{equation*}
i \hat{p}_{l}=\frac{\gamma}{V}\left(\frac{1}{\operatorname{Pr} \operatorname{Va}} \int_{S} \mathbf{n} \cdot \hat{T}_{l, r} d S-\int_{S} \mathbf{n} \cdot \hat{u}_{0} d S\right) \tag{64}
\end{equation*}
$$

Table 4 summarizes the reduced set of oscillating first-order equations. These equations, along with the mean-steady equations and boundary conditions of table 3 , complete the formulation of the linear anelastic problem.

Table 4. Reduced set of oscillating first-order equations.

$$
\begin{align*}
& \hat{u}_{0}=i \frac{\hat{p}_{2}^{\prime}(z)}{\rho_{0}(z)}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})\right]  \tag{a}\\
& \hat{T}_{I}=\frac{\gamma-1}{\gamma} \hat{p}_{I} T_{0}\left[1-\zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})\right]+\tilde{T}_{w} e^{i \phi_{T}} \zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}}) \\
& -T_{0} T_{0}^{\prime} \hat{p}_{2}^{\prime}\left\{\left[1-\zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})\right]-\left(\frac{\mathrm{Pr}}{\operatorname{Pr}-1}\right)\left[\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})-\zeta_{0}(r, z ; \sqrt{\mathrm{PrVa}})\right]\right\} \\
& \hat{\theta}_{I}=\left\{e^{i \chi y}-e^{i \chi}\left(\frac{i \sin \chi y}{\cos \chi}\right)\right\} \tilde{T}_{w} e^{i \phi_{T}} \\
& \hat{v}_{O}=i\left\{m_{l}(r, z ; \sqrt{\mathrm{Va}}) T_{0} \hat{p}_{2}^{\prime \prime}\right. \\
& +\left(m_{l}(r, z ; \sqrt{\mathrm{Va}})-\frac{\operatorname{Pr}}{\operatorname{Pr}-1}\left[m_{3}(r, z ; \sqrt{\mathrm{Va}})-m_{3}(r, z ; \sqrt{\operatorname{PrVa}})\right]\right) T_{0}^{\prime} \hat{p}_{2}^{\prime} \\
& \left.+m_{2}(r, z ; \sqrt{\mathrm{PrVa}}) \hat{p}_{I}+m_{3}(r, z ; \sqrt{\mathrm{PrVa}}) \frac{\tilde{T}_{w}}{T_{0}} e^{i \phi_{T}}\right\} \\
& 0=\hat{p}_{2}^{\prime \prime}+\left\{\frac{m_{l}(1, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}-\frac{\operatorname{Pr}}{\operatorname{Pr}-1}\left[\frac{m_{3}(1, z ; \sqrt{\mathrm{Va}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}-\frac{m_{3}(1, z ; \sqrt{\mathrm{PrVa}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}\right]\right\}\left[\ln T_{0}(z)\right]^{\prime} \hat{p}_{2}^{\prime} \\
& +\frac{m_{2}(1, z ; \sqrt{\mathrm{PrVa}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})} \frac{\hat{p}_{1}}{T_{0}}+\frac{m_{3}(1, z ; \sqrt{\mathrm{PrVa}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})} \frac{\tilde{T}_{w}}{T_{0}^{2}} e^{i \varphi_{T}} \\
& i \hat{p}_{l}=\left\{\frac{1}{\operatorname{Pr} \mathrm{Va}} \int_{S} \mathbf{n} \cdot \hat{T}_{l, r} d S-\int_{S} \mathbf{n} \cdot \hat{u}_{0} d S\right\} \frac{\gamma}{V}
\end{align*}
$$

(b)

## Considerations for the Leading-Order Temperature, $\boldsymbol{T}_{\boldsymbol{0}}(\boldsymbol{z})$

Solving the most general case requires simultaneous solution of the zeroth -, first-, and mean-steady, second-order equations because of the temperature coupling of $T_{0}(z)$. However, there are three limiting cases that specify $T_{0}(z)$, a priori, thus allowing decoupling of the first-order and mean-steady equations. Following is a summary of the general case along with the three limiting cases:

1. $T_{0}(z)$ is unknown

This is the most general case in which $T_{0}(z)$ is part of the solution to the set of coupled zeroth-, first-, and second-order equations.
2. $\left(\ln T_{0}\right)^{\prime}=\mathrm{constant} \Rightarrow T_{0}(z)=T_{0}(0)\left[\frac{T_{0}(1)}{T_{0}(0)}\right]^{2}$

Here $T_{0}(z)$ is exponential. This requires solving a coupled set of quasi-linear differential equations.
3. $T_{O}^{\prime}=\mathrm{constant} \Rightarrow\left(\ln T_{0}\right)^{\prime}=\frac{m}{m z+a}$

Here $T_{0}(z)$ is linear in $z$ with slope $m$. This case also requires solving a coupled set of quasilinear differential equations.
4. $T_{0}^{\prime}=\left(\ln T_{0}\right)^{\prime}=0$

Here $T_{0}$ is a constant. This is the thermally strong case, implying that $p_{0}=\rho_{0}=T_{0}=1$, where thermal sources and sinks are imposed on the system to maintain a constant temperature $T_{0}$.

Case 4 describes the thermally strong condition and is the simplest since the pressure equation is reduced to a second-order ordinary differential equation with constant coefficients, which allows an analytic solution. In addition, $\hat{p}_{1}$ is now one of two unknown constants in the pressure equation and is found by using the second boundary condition on $u_{0}$; hence, the volume integral of the energy equation is not required (eq. (f) in table 4). The remaining part of this study will focus on the thermally strong condition of Case 4.

## 4. SOLUTION FOR THE THERMALLY STRONG CASE, $T_{0, z}=0$

The equation sets in tables 3 and 4 can be analytically solved for the case of $\nabla T_{0}=0$. The condition $\nabla T_{0}=0$ implies $p_{0}=\rho_{0}=T_{0}=1$ and thus allows the quasi-linear differential equation for pressure (eq. (e) in table 4) to be reduced to one with constant coefficients. This is Case 4 described in the previous section-a hypothetical condition in which heat sources and sinks maintain $T_{0}$ constant. Rott (1993: personal communication) termed this case thermally dominant or "strong." The solution is tabulated in table 5, and solution details are given in appendix F.

## Leading-Order Results

In this section, flow fields are calculated for BPT $\left(U_{L}=0\right)$ and $\operatorname{OPT}\left(\tilde{U}_{L}=1\right)$ configurations as a function of Va, $\phi_{U}$, and Fo for fixed values of $\varepsilon=0.002, \gamma=5 / 3,\left(l^{*} / L^{*}\right)^{2} \sim O\left(\varepsilon^{4}\right)$, $\left(r_{w}^{*} / L^{*}\right)^{2} \sim O\left(\varepsilon^{2}\right), \lambda \sim O\left(10^{-9}\right)$, and $\mathrm{M}^{2} \sim \boldsymbol{O}\left(10^{-11}\right)$. For these conditions, $\mathrm{M}^{2} / \mathrm{Va}<\boldsymbol{O}\left(10^{-12}\right)$ so viscous dissipation is not important.

Table 5 shows that the pressure, equation (a), and the temperature, equation (c), are constant in $z$ and depend only on the velocity boundary conditions and the tube-wall temperature. There is no dependence on pressure gradient; this is a result of the anelastic approach, and reflects thermodynamic equilibrium. The axial velocity, equation (b), also reflects thermodynamic equilibrium in its linear $z$-dependence, while the radial velocity, equation (d), is constant in $z$. The temperature of the tube-wall domain is given by equation ( f ), and the effect of heat transfer between the gas and the tube wall is contained in the terms represented by $\tilde{T}_{w} e^{i \phi_{T}}$. Appendix $G$ lists the code used for computing the solutions.

## Comparison of $\hat{p}_{I}$ and $\hat{P}_{I}$

The equation for integrated bulk oscillating pressure is given by equation (f) in table 4. After integration, it is

$$
\begin{equation*}
\hat{\mathcal{P}}_{l}=-2 i \gamma\left(\frac{1}{\operatorname{Pr~Va}}\left[r \hat{T}_{l, r}\right]_{r=1}-m_{l}(1 ; \sqrt{\mathrm{Va}}) \frac{1-\tilde{U}_{L} e^{i \phi_{U}}}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}\right) \tag{65}
\end{equation*}
$$

This is more general than the solution pressure given by equation (a) in table 5 . For the present solution, equation (65) is not required for determining the bulk oscillating pressure $\hat{p}_{l}$, because the bulk oscillating pressure is an unknown constant in the leading-order momentum equation and is determined by the velocity boundary conditions at the tube ends (details in appendix F). The pressure $\hat{p}_{I}$ that results is the thermodynamic pressure calculated along the centerline of the tube. In contrast, the integrated pressure $\hat{\mathcal{P}}_{I}$ of equation (65) is determined by integrating over the volume domain of the gas. This results in a discrepancy between $\hat{\mathcal{P}}_{I}$ and $\hat{p}_{I}$. The difference should be of order of the thermal diffusion layer thickness, $O\left(\frac{1}{\operatorname{Pr} V a}\right)$.

Table 5. Summary of leading-order solutions for strong-temperature case, $T_{0, z}=0$.

| $\hat{p}_{I}=-i \frac{1-\tilde{U}_{L} e^{i \phi_{U}}}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})} \frac{m_{I}(1 ; \sqrt{\mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}-\frac{m_{3}(1 ; \sqrt{\mathrm{PrVa}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})} \tilde{T}_{w} e^{i \phi_{T}}$ | Eq. (a) |
| :---: | :---: |
| $\hat{u}_{0}=\left[1-\left(1-\tilde{U}_{L} e^{i \phi_{U}}\right) z\right]\left\{\frac{1-\zeta_{0}(r ; \sqrt{\mathrm{Va}})}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}\right\}$ | (b) |
| $\begin{aligned} \hat{T}_{I}= & -i \frac{\gamma-1}{\gamma} \frac{m_{1}(1 ; \sqrt{\mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}\left\{\frac{1-\zeta_{0}(r ; \sqrt{\mathrm{PrVa}})}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}\right\}\left(1-\tilde{U}_{L} e^{i \phi_{U}}\right) \\ & +\left(\zeta_{0}(r ; \sqrt{\mathrm{Pr} V \mathrm{~V}})-\frac{\gamma-1}{\gamma} \frac{m_{3}(1 ; \sqrt{\mathrm{PrVa}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}\left[1-\zeta_{0}(r ; \sqrt{\mathrm{PrVa}})\right]\right) \tilde{T}_{w} e^{i \phi_{T}} \end{aligned}$ | (c) |
| $\begin{aligned} \hat{v}_{0}= & \frac{m_{l}(1 ; \sqrt{\mathrm{Va}})}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}\left\{\frac{m_{2}(r ; \sqrt{\mathrm{PrVa}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}-\frac{m_{l}(r ; \sqrt{\mathrm{Va}})}{m_{l}(1 ; \sqrt{\mathrm{Va}})}\right\}\left(1-\tilde{U}_{L} e^{i \phi_{U}}\right) \\ & -i m_{3}(1 ; \sqrt{\mathrm{PrVa}})\left\{\frac{m_{2}(r ; \sqrt{\mathrm{PrVa}})}{m_{2}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}-\frac{m_{3}(r ; \sqrt{\mathrm{PrVa}})}{m_{3}(1 ; \sqrt{\mathrm{PrVa}})}\right\} \tilde{T}_{w} e^{i \phi_{T}} \end{aligned}$ | (d) |
| $\hat{\rho}_{l}=\hat{p}_{I}-\hat{T}_{l}$ | (e) |
| $\hat{\theta}_{I}=\tilde{T}_{w} e^{i \phi_{T}}\left[e^{i \chi y}-e^{i \chi}\left(\frac{i \sin \chi y}{\cos \chi}\right)\right]$ | (f) |
| $\zeta_{n}(r, z ; \sigma)=\frac{J_{n}\left(r \sigma \sqrt{-i \rho_{0}(z)}\right)}{J_{0}\left(\sigma \sqrt{-i \rho_{0}(z)}\right)} n=0,1 \quad J_{0}(0)=1.1 . J_{l}(0)=0$ | (g) |
| $m_{l}(r, z ; \sqrt{\mathrm{Va}})=-\left[\frac{r}{2}-m_{3}(r, z ; \sqrt{\mathrm{Va}})\right] \quad m_{l}(0, z ; \sqrt{\mathrm{Va}})=0$ | (h) |
| $m_{2}(r, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})=-\left[\frac{r}{2 \gamma}+\frac{\gamma-1}{\gamma} m_{3}(r, z ; \sqrt{\mathrm{PrVa}})\right] \quad m_{2}(0, z ; \sqrt{\mathrm{PrVa}})=0$ | (i) |
| $m_{3}(r, z ; \sigma)=\frac{1}{\sigma \sqrt{-i \rho_{0}(z)}} \zeta_{I}(r, z ; \sigma) \quad m_{3}(0, z ; \sigma)=0$ | (j) |

The bulk pressures $\hat{p}_{1}$ and $\hat{\mathcal{P}}_{I}$ for a BPT ( $U_{L}=0$ ) with $\varepsilon=2 \times 10^{-3}$ and $\lambda=6.46 \times 10^{-9}$ are given in figure 8. The difference between $\hat{p}_{1}$ and $\hat{\mathcal{P}}_{1}$ for small $\operatorname{PrVa}$ is significant, being about $40 \%$ for $\operatorname{PrVa}=0.7$. As $\operatorname{PrVa}$ increases ( $7<\operatorname{PrVa}<21$ ), the difference is less than $5 \%$, and for $\operatorname{PrVa}=70$ the difference is less than $1 \%$. The difference between $\hat{p}_{1}$ and $\hat{\mathcal{P}}_{1}$ is consistent with a PrVa scaling.





Figure 8. Pressure vs. time for $\hat{p}_{I}(-)$ and $\hat{\mathcal{P}}_{1}(-)$ with $\lambda=6.46 \times 10^{-9}, \hat{T}_{w}=0, \tilde{U}_{L}=0$.

## Leading-Order Temperature and Pressure Phasors

Figure 9 shows how heat transfer between the gas and the tube wall affects the temperature, pressure, and velocity phasors 1 for a BPT and an OPT. Phasors for $\hat{p}_{1}, \hat{U}_{0}, \hat{U}_{L}$, and $\hat{T}_{b}$ for the conditions $\mathrm{Fo} \rightarrow 0$ and $\mathrm{Fo}=100$, and $\mathrm{Va}=1,30$, and 100 are shown where $\hat{T}_{b}$ is the bulk oscillating temperature (temperature averaged over the tube cross-sectional area),

$$
\begin{equation*}
\hat{T}_{b}=2 \int_{0}^{1} r \hat{T}_{I} d r \tag{66}
\end{equation*}
$$

[^6]The BPT is a standing wave device and so the velocity phasor $\hat{u}_{0}$ has a constant phase angle along the tube length; hence $\hat{u}_{0}$ lies along the real axis. Because $\hat{u}_{0}$ lies only along the real axis, the temperature phasor $\hat{T}_{b}$ is out of phase with the velocity. This is seen in figures $9(\mathrm{a})-9(\mathrm{c})$ for a BPT. The result is very small enthalpy fluxes since enthalpy flux depends on the cosine of the phase angle between temperature and velocity according to the general relation given by equation (7) where $\chi_{0}$ is the temperature phasor and $u_{0}$ is the velocity phasor.

Three more observations are illustrated by figure 9 . The first is that for the BPT phasor diagrams, figures 9 (a)-9(c), which show that $\hat{T}_{b}$ and $\hat{u}_{0}$ are closer to being in-phase for Fo $\rightarrow 0$ than for $F o=100$. This is due to the large heat transfer between the gas and the tube wall for Fo $\rightarrow 0$. The condition Fo $\rightarrow 0$ represents isothermal wall conditions. The condition $\mathrm{Fo}=100$ represents near adiabatic conditions on the gas. That is, the condition $\mathrm{Fo}=100$ represents a very thin-walled tube relative to the thermal penetration in the tube wall. This illustrates how heat transfer is required for the BPT in order to obtain a favorable phase shift between temperature and velocity.

The second interesting observation is shown for the OPT in figures 9 (c)-9(e). The results are for $\tilde{U}_{L}=1$ and $\phi_{U}=-0.1$. The velocity phasor at $z=0$ is $\hat{U}_{0}$, which lies along the real axis with amplitude 1 , and the velocity phasor at $z=1$ is $\hat{U}_{L}$. The shaded area between $\hat{U}_{0}$ and $\hat{U}_{L}$ represents all velocity phasors between $z=0$ and $z=1$, hence the OPT is more of a progressive wave device because of the presence of phase-angle gradients.

The OPT shows that $\hat{T}_{b}$ can be adjusted through the velocity boundary conditions so that it is more nearly in-phase with $\hat{u}_{0}$. This is most easily seen in figures $9(\mathrm{~d})$ and $9(\mathrm{e})$ for $\mathrm{Va}=30$ and $\mathrm{Va}=100$. Here $\hat{T}_{b}$ is more in-phase with $\hat{u}_{0}$ when compared with the BPT. Also, it is apparent that for the OPT the adiabatic conditions imposed on the gas by the tube wall result in the temperature and velocity phasors becoming more in phase. This is most easily seen for $\mathrm{Va}=100$ and $\mathrm{Fo}=100$ where $\hat{T}_{b}$ is now in the shaded area representing the velocity phasors within the tube. For the isothermal wall condition of $\mathrm{Fo} \rightarrow 0, \hat{T}_{b}$ is pushed out of phase (out of the shaded region) with velocity. This results in less enthalpy flow. Heat transfer, then, is not advantageous for an OPT.

Third, when there is significant heat transfer between the gas and tube wall, the pressure and temperature phasors move out of phase relative to each other for both BPT and OPT. This is seen by comparing $\hat{p}_{1}$ and $\hat{T}_{b}$ for Fo $\rightarrow 0$, with $\hat{p}_{1}$ and $\hat{T}_{b}$ for $\mathrm{Fo}=100$. For Fo $=100, \hat{p}_{l}$ and $\hat{T}_{b}$ are nearly in phase $(\mathrm{Va}=30$ and $\mathrm{Va}=100)$, whereas for $\mathrm{Fo} \rightarrow 0$, they are not in phase. Calculations show that the phase shift can be about $20 \%$. This is important because in simple 1-D models it is often assumed that there are adiabatic conditions on the gas and so there is a presumption that temperature is always in phase with pressure. A discrepancy between experimental measurements and model predictions may then arise. Most pulse tubes operate at $\mathrm{Fo}=\boldsymbol{O}(1)$, which is closer to isothermal wall conditions.







嵒
!
离

[^7]
## Transverse Diffusion of Oscillating Velocity and Temperature

## Velocity

Figure 10 shows $u_{0}(r)$ at $z=0$ for $\mathrm{Va}=1$ and $U_{L}=0$ at $\mathrm{t}=0,0.1,0.2,0.3$, and 0.4 . For small Va , the profile is parabolic as in steady-state flow. Increasing Va to $\mathrm{Va}=10$ shows that the velocity near the wall begins to lead the velocity at the centerline. Further increasing Va to 30 and to 100 shows that the velocity very near the wall substantially leads that of the centerline, and that the velocity in the vicinity of the centerline begins to flatten and take on an inviscid profile, with the velocity amplitude near the wall leading and overshooting the velocity at the centerline. Figure 11 shows $v_{0}(r)$. For small $\mathrm{Va}, v_{0}$ is in phase (with itself) at all $r$-locations. Increasing Va , however, results in $v_{0}$ near the wall leading $v_{0}$ at the centerline region.


Figure 10. Oscillating axial velocity, $u_{0}(r)$.


Figure 11. Oscillating radial velocity, $v_{0}(r)$.

## Temperature

Figure 12 shows the $T_{I}(r)$ profile for $\operatorname{PrVa}=0.7,7,21$, and 70 with $\mathrm{Fo} \rightarrow 0$ and $\mathrm{Fo}=100$.
For the isothermal wall condition of $\mathrm{Fo} \rightarrow 0$, the temperature profiles are similar to the velocity profiles of figure 10 , just scaled by the Prandtl number. For the near-adiabatic case of $\mathrm{Fo}=100$, in all cases of $\operatorname{PrVa}$, the temperature at the wall is seen to float. This is because the wall temperature responds to the imposed oscillating gas temperature-the wall temperature is not fixed as it is for an isothermal wall. The ability of the wall temperature to float for the adiabatic wall allows for the temperature at the centerline region to be larger when compared with that of the isothermal wall. This is apparent for $\operatorname{PrVa}=0.7$ and $\operatorname{PrVa}=7$. As Va increases, the centerline temperature for Fo $\rightarrow 0$ begins to approach that of $F o=100$ in both amplitude and phase. This is because diffusion is now confined near the wall in the boundary layer. Figure 12 shows that the effect of the floating wall temperature on gas temperature is primarily confined to the diffusion layer, and that an adiabatic wall condition will have a greater relative effect on gas temperature amplitude for small PrVa than for large PrVa.


Figure 12. Oscillating temperature, $T_{l}(r)$. Temperature profiles for $F o \rightarrow 0$ are pinned at $r=1$, and profiles for $F o=100$ (identified with '*') float at $r=1$.

## Oscillating Heat Transfer and Oscillating Shear

## Complex Nusselt number for oscillating heat transfer

The thermal diffusion and temperature phase shifts are now examined within the context of the complex Nusselt number proposed by K. Lee (ref. 38). His work focused on BPT-type systems. We now extend our analysis for OPT systems. The complex Nusselt number $\hat{N} u$ is defined as the heat flux at the wall divided by the difference in temperature between the tube wall and the bulk gas,

$$
\begin{align*}
\hat{\mathrm{Nu}} & =\frac{\hat{q}_{w} e^{i t}}{\left(\hat{T}_{w}-\hat{T}_{b}\right) e^{i t}}  \tag{67}\\
& =\frac{-\left.\hat{T}_{l, r}\right|_{r=1}}{\left.\hat{T}_{l}\right|_{r=1}-2 \int_{0}^{1} r \hat{T}_{l} d r} \tag{68}
\end{align*}
$$

where $\hat{q}_{w}=-\left.\hat{T}_{l, r}\right|_{r=1}, \hat{T}_{w}=\left.\hat{T}_{l}\right|_{r=1}$, and $\hat{T}_{b}$ is defined by equation (66).

Figure 13 shows phasors for $\hat{\mathrm{Nu}}, \hat{T}_{b}, \Delta \hat{T}=\hat{T}_{w}-2 \int_{0}^{1} r \hat{T}_{I} d r$ and $\hat{q}_{w}$ as functions of $\operatorname{PrVa}=0.7,21$, and 70, and Fo $\rightarrow 0$ and $\mathrm{Fo}=100$ for the BPT and OPT, respectively. For $\operatorname{PrVa}=0.7$ and $\mathrm{Fo} \rightarrow 0$, the above phasors are of very small amplitude, and are generally in phase (or $180^{\circ}$ out of phase) with $\hat{U}_{0}$ (the phasor of $\hat{U}_{0}$ is along the positive real axis and is of unit amplitude). Steady-state heat transfer coefficients can be used under these conditions. Continuing with $\mathrm{Fo} \rightarrow 0$, as Va increases to $\operatorname{PrVa}=21$ and beyond, phase angles also increase with $\hat{q}_{w}$ lagging $\hat{U}_{0}$. At $\mathrm{Va}=70, \phi_{\hat{N} u}=-0.397$, and for $\mathrm{Va}>70, \phi_{\hat{N} u} \approx-0.38$ (not shown), which corresponds well with K . Lee's value of $\phi_{\hat{N} u} \approx-0.375$ for rectangular geometry in the limit of large PrVa .

The effect of Fo shown in figure 13 is to shift the phase of $\hat{q}_{w}$ ahead so that now $\hat{q}_{w}$ leads $\hat{U}_{0}$. A curious observation is that $\hat{\mathrm{Nu}}$ is independent of Fo. This is proven mathematically in appendix F. A scaling of equation (68) shows that $\hat{\mathrm{Nu}} \sim \sqrt{\operatorname{Pr} \operatorname{Va}}$. The thermal penetration in the gas is only affected by $\sqrt{\operatorname{Pr} V a}$, whereas Fo only affects the tube-wall temperature boundary condition.

Figure 14 shows plots for the same phasors as shown in figure 13 with the same values of $\operatorname{PrVa}$ and Fo for an OPT with $\tilde{U}_{L}=1.0$ and $\phi_{U}=-0.1$, where $\hat{U}_{L}=\tilde{U}_{L} e^{i \phi_{U}}$. Comparing figure 14 with figure 13 for corresponding PrVa and Fo shows that all phasors are shifted forward, except for $\hat{\mathrm{N} u}$, which remains with the same relative phase angle. That is, $\hat{\mathrm{N} u}$ is independent of $\hat{U}_{L}$. This is shown mathematically in appendix F . Thus $\hat{\mathrm{Nu}}$ is only a function of PrVa and is independent of Fo and $\hat{U}_{L} . F \hat{N} u$ versus PrVa is plotted in figure 15 ; the figure can be used for either BPT or OPT systems, independent of Fo, $\tilde{U}_{L}$, and $\phi_{U}$.

The complex Nusselt number may be used for one-dimensional linear oscillating flow in a tube to correct for radial heat transfer,

$$
\begin{equation*}
i \hat{T}_{o s c}=i \hat{p}_{I}+\hat{\mathrm{Nu}}(\operatorname{PrVa}) \hat{T}_{o s c} \tag{69}
\end{equation*}
$$

where $\hat{T}_{\text {osc }}$ is the local oscillating temperature and $\hat{\mathrm{N}} \mathbf{u}=\tilde{A} e^{i \phi}$.

## Complex wall shear factor for oscillating shear

A similar relation can also be defined for oscillating shear and oscillating bulk velocity. Gedeon termed this the "complex wall shear factor," F (ref. 66). It is defined as

$$
\begin{equation*}
\hat{\mathrm{F}}=\frac{\hat{\tau}_{w}}{\hat{u}_{b}} \tag{70}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\tau}_{w}=\left.\hat{u}_{0, r}\right|_{r=1} \quad \text { and } \quad \hat{u}_{b}=2 \int_{0}^{1} r \hat{u}_{0, r} d r \tag{71}
\end{equation*}
$$
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[^8]These relations are of the same form as the complex Nusselt number, and so figure 15 may be used in a similar manner with the scaling length characterized by Va. The complex wall-shear factor may be used as a lumped-parameter approximation of shear for one-dimensional linear oscillating flow,

$$
\begin{equation*}
i \hat{u}_{o s c}=-\hat{p}_{2, z}+\hat{F}(\mathrm{Va}) \hat{u}_{o s c} \tag{72}
\end{equation*}
$$

where $\hat{u}_{o s c}$ is the area-averaged oscillating velocity and $\hat{F}=\tilde{A} e^{i \phi}$.


Figure 15. Amplitude and phase of the complex Nusselt number, $\hat{\mathrm{N}} \mathrm{u}(\operatorname{Pr} \operatorname{Va})=\tilde{A} e^{i \phi}$, or complex wall shear factor, $\hat{\mathrm{F}}(\mathrm{Va})=\tilde{A} e^{i \phi}$.

## Mean-Steady Secondary Flow

The mean-steady flows are composed of the time-averaged product of two oscillating quantities. The first is velocity; the second may be density for mass flux streaming, temperature for enthalpy streaming, pressure for work streaming, entropy for heat streaming, or velocity itself for momentum streaming. In all cases, each oscillating quantity depends on the axial velocity amplitude, as seen in table 5. Thus, all mean-steady fluxes have a quadratic dependence on axial velocity. Details for the mean-steady secondary flow solutions for $T_{0, z}=0$ are found in appendix $F$. The results are summarized here.

Eulerian Velocity, $\bar{U}_{I}(r, z)$

The Eulerian mean-steady velocity results from two nonlinear flow components. These components are the Reynolds stresses $\overline{\mathbf{u}}_{l}$ and the nonlinear product of the oscillating first-order density and leading-order velocity, $\overline{\rho_{I} \mathbf{u}_{0}}$. Although the two components are not themselves independently measured, they do constitute separate components of the mean-steady Eulerian velocity $\bar{U}_{I}(r, z)$, which is measured. $\mathcal{U}(\mathbf{x}, t)$ is defined as the observed velocity component of the mass flux vector j where $\mathbf{j}(\mathbf{x}, t)=\rho \mathbf{u}$; hence,
$\mathcal{U}(\mathbf{x}, t)$ and $\mathbf{j}$ are expandable in $\varepsilon$,

$$
\begin{gather*}
\mathcal{U}(\mathbf{x}, t)=U_{0}+\varepsilon \mathcal{U}_{l}+o\left(\varepsilon^{2}\right)  \tag{74}\\
\mathbf{j}(\mathbf{x}, t)=\rho_{0} \mathbf{u}_{0}+\varepsilon\left(\rho_{0} \mathbf{u}_{I}+\rho_{l} \mathbf{u}_{0}\right)+\boldsymbol{o}\left(\varepsilon^{2}\right) \tag{75}
\end{gather*}
$$

Substituting equations (74) and (75) into equation (73) and equating like orders in $\varepsilon$ results in

$$
\begin{equation*}
\mathcal{U}_{0}=\mathbf{u}_{0} \text { and } \mathcal{U}_{I}=\mathbf{u}_{I}+\frac{\rho_{I} \mathbf{u}_{0}}{\rho_{0}} \tag{76}
\end{equation*}
$$

where $\rho_{O}=1$ for the strong-temperature case. $\bar{u}_{I}(r, z)$ is composed of the axial component $\bar{u}_{I}$ and the radial component $\bar{\nu}_{l}$

$$
\begin{equation*}
\bar{u}_{I}=\bar{u}_{I}+\overline{\rho_{I} u_{O}} \tag{77}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{v}_{l}=\bar{v}_{l}+\overline{\rho_{l} v_{0}} \tag{78}
\end{equation*}
$$

Figure 16 shows calculated mean-steady Eulerian velocities for a BPT with an isothermal wall, Fo $\rightarrow 0$. The left column shows the velocity field $\bar{U}_{I}(r, z)$, and the right column plots $\bar{u}_{I}(r)$ and $\bar{\nu}_{l}(r)$ at $z=0$. The $z$-dependencies are such that $\bar{u}_{l}$ is linear in $z$, and $\bar{\nu}_{l}$ is constant in $z$. This can be seen by examining equations (b) and (d) in table 5 . For the viscous case in which $\mathrm{Va}=1$, the mean-steady velocity components are of order $\bar{u}_{I}=O\left(10^{-2}\right)$ and $\bar{\nu}_{I}=O\left(10^{-3}\right)$ due to the dominance of diffusion throughout the gas domain. Flow in the vicinity of the centerline ( $r=0$ ) moves toward the closed end, and flow near the wall is toward the oscillating end. There is a radial component of flow at $z=1$, because no-slip at the tube ends is not enforced in the equations. The $r$-momentum equation, which contains axial diffusion of the radial velocity, is of $O\left(\varepsilon^{2}\right)$ and so is not included in the $\boldsymbol{O}(\varepsilon)$ mean-steady problem.

As Va increases to $\mathrm{Va}=10$, the mean-steady flux increases by the same order, and the steady flows remain in the same directions. Upon further increasing to $\mathrm{Va}=50$, flow at the centerline decreases and flow near the wall increases. For $\mathrm{Va}<50$, the radial flow component (dashedline plot) is seen to be always outward toward the walls, that is, streaming flows down the center of the tube toward the closed end and radially outward toward the tube wall, and then back to the oscillating end along the tube wall. At $\mathrm{Va}=60$, the flow at the centerline decreases to the point where the flow reverses itself and begins moving toward the oscillating end. At this point, a double boundary layer develops. This is consistent with the analysis of Stuart (ref. 67). Stuart refers to the diffusion layer near the wall as the "inner layer," and the transition layer between the inner layer and the centerline as the "outer layer." His terminology is adopted here. For Va $>60$, the development of the double boundary layer requires streaming to now flow from the outer layer to either the inner layer or to the centerline region, as shown by the negative and positive radial velocities in the plot for $\mathrm{Va}=100$. The $\mathrm{Va}=100$ plot distinctly shows the inner and outer layers, and the centerline region. For $\mathrm{Va}>100$ (not shown) the centerline and outer layer flows increase in magnitude, and the inner layer flow remains relatively constant.

Steady Velocity Fields $\bar{U}_{l}(r, z)$


$$
\bar{u}_{l}(r) \text { at } z=0-; \bar{v}_{l}(r)--
$$





Figure 16. Effect of Va on the Eulerian mean-steady velocity for a $B P T: \varepsilon=0.002$.

The results shown in figure 16 correspond well with the results of Grotberg (ref. 3) for mean-steady mass flux of oscillating incompressible flow in a diverging tube. In Grotberg's analysis, the larger end of the tube corresponds to lower amplitude oscillations, whereas for this analysis the closed end of the tube corresponds to lower amplitude oscillations. The present results for comparable $\varepsilon$ and Va are consistent with those of Grotberg in both direction and magnitude of the component velocities, including the predicted double boundary layer.

Figure 17 presents the mean-steady velocity fields $\bar{U}_{l}(r, z)$, and velocity plots $\bar{u}_{l}(r)$ at $z=0,0.5$, and 1 , respectively, for an OPT-type system (oscillating flow at both ends). Fixed parameters are $\tilde{U}_{L}=1, \phi_{U}=-0.25$, and $\mathrm{Fo} \rightarrow 0$. The range of Va examined is from $\mathrm{Va}=10$ to $\mathrm{Va}=100$. For $\mathrm{Va}=10$, the velocity enters the tube at the centerline from both ends, reverses flow within the tube, and then exits in the diffusion layer near the wall. The plot for $\mathrm{Va}=10$ shows that $\bar{u}_{I}=\boldsymbol{O}\left(10^{-1}\right)$ which is of the same order as the previous BPT case for $\mathrm{Va}=10$. For $\mathrm{Va}<10, \bar{u}_{l}$ scales with Va as with the BPT. Increasing to $\mathrm{Va}=30$, the centerline velocity at $z=0$ is seen to decrease to zero, while the velocities at $z=0.5$ and $z=1$ decrease further in the negative direction. For $30<\mathrm{Va}<50$, the centerline velocities at all three $z$-locations become negative, and a double boundary layer develops at $z=0$. Continued increase in Va results in decreasing the inner layer at $z=0$. At $\mathrm{Va}=50$, the remnants of the inner layer at $z=0$ can be seen. Further increasing Va , the centerline velocity for $z=0$ and $z=0.5$ continues to decrease and the diffusion layers near the wall increase. At $\mathrm{Va}=60$, the centerline velocities have all converged at about $\bar{u}_{I}=-0.7$, and the inner layer at $z=0$ has almost disappeared. Further increasing to $\mathrm{Va}=100$ shows that the velocities for $z=0,0.5$, and 1 have inverted, with the centerline velocity at $z=0$ still decreasing while at $z=1$ the centerline velocity is now increasing, and the inner layer now completely disappears. For $\mathrm{Va}=100$ there is very strong streaming of the order of the oscillating velocity.

The results shown in figure 17 give a sense of how the second oscillating velocity (at $z=1$ ) of an OPT can lead to streaming patterns that are much more complex than those of a BPT. For small $\mathrm{Va}<10$ streaming is small and it scales with Va . For large $\mathrm{Va}=100$, streaming is very strong and is of the order of the oscillating velocity.

The effect of phase angle on mean-steady flow is given in figure 18. The calculations are based on $\mathrm{Va}=100, \tilde{U}_{L}=1$, and $\mathrm{Fo} \rightarrow 0$. The plots are for $\bar{u}_{l}(r)$ at $z=0,0.5$, and 1 . For $0>\phi_{U}>-0.25$ there is only a single boundary layer at all three $z$-locations. ${ }^{2}$ For $\phi_{U}<-0.30$ at $z=0$ (not shown) a double boundary layer begins to develop. For $\phi_{U}<-0.40$ at $z=1$ a double boundary layer develops with a direction opposite to that at $z=0$. At $\phi_{U}=-0.50$, the flow is mirrored across $z=0.5$, and at $\phi_{U}=-0.55$ the flow is mirrored to that of $\phi_{U}=-0.45$ (not shown).

[^9]

Figure 17. Effect of Va on steady velocity for OPT: $\varepsilon=0.002, \tilde{U}_{L}=1, \phi_{U}=-0.25$.
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Figure 18. Effect of $\phi_{U}$ on the steady velocity for $O P T: \varepsilon=0.002, V a=100, \tilde{U}_{L}=1$.

The mean-steady velocity field is a complicated function of velocity phase angle. In general, for $\phi_{U}<-0.40$ the centerline and diffusion-layer regions flow in opposite directions. For $\phi_{U}<-0.40$, flow reversals between the centerline and diffusion-layer regions become more pronounced because radial flow components become stronger. For $\phi_{U}=-0.25$, streaming is strongest, implying that at this phase angle, mean-steady flow quantities such as enthalpy flow, will be largest. Later, the mean-steady enthalpy flow will be shown to be a maximum at $\phi_{U}=-0.25$.

## Particle Velocity, $\overline{\mathbf{u}}_{p}$

The mean-steady particle velocity, $\overline{\mathbf{u}}_{p}$, is used to compute the particle path, or pathline. It is the velocity in Lagrangian coordinates and it is different from the observed mean-steady Eulerian velocity given by $\bar{U}_{1}$. Appendix $B$ provides details on the formulation of $\overline{\mathbf{u}}_{p}$, and appendix F outlines its computation. For $\varepsilon \ll 1$ the components of $\overline{\mathbf{u}}_{p}$ are

$$
\begin{equation*}
\bar{u}_{p}(r, z)=\bar{u}_{I}+\overline{u_{0, r} \int_{0}^{t} v_{0} d \tau}+\overline{u_{0, z} \int_{0}^{t} u_{0} d \tau} \tag{79}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{v}_{p}(r, z)=\bar{v}_{1}+\overline{v_{0, r} \int_{0}^{t} v_{0} d \tau}+\overline{v_{0, z} \int_{0}^{t} u_{0} d \tau} \tag{80}
\end{equation*}
$$

Equations (79) and (80) are simply the steady velocity conversions between Eulerian and Lagrangian coordinates. Interpreted physically, the oscillating components of velocity $\mathbf{u}_{0}$ push particles across mean-steady streamlines $\bar{U}_{1}$, which results in an additional drift quantified by the quadratic term $\left(\int_{0}^{t} \mathbf{u}_{0} d \tau \cdot \nabla \mathbf{u}_{0}\right)$.

Figure 19 plots $\overline{\mathbf{u}}_{p}(r)$ and $\bar{U}_{1}(r)$ at $z=0$ for a BPT, with $\mathrm{Va}=1,10$, and 100 . The Eulerian and Lagrangian velocities are seen to be very similar for both axial and radial velocities. The BPT is a standing wave device, hence all local velocities generally are in-phase. The additional quadratic terms of equations (79) and (80) each contain a time integral of velocity, which when integrated, results in a $90^{\circ}$ phase shift. The quadratic product thus becomes nearly zero since the product of two phasors that are $90^{\circ}$ out of phase is zero. (The mean-steady product of two standing wave phasors is proportional to the cosine of their relative phase angle, according to eq. (7).)

Figure 20 shows the fields for $\bar{U}_{l}(r, z)$ and $\overline{\mathbf{u}}_{p}(r, z)$ for an OPT with $\tilde{U}_{L}=1, \phi_{U}=-0.1$, and $\mathrm{Va}=1,10$, and 100 . Also shown are plots for $\bar{u}_{l}(r)$ and $\bar{u}_{p}(r)$ at $z=0$, and $\bar{v}_{l}(r)$ and $\bar{v}_{p}(r)$ at $z=0$. For $\mathrm{Va}=1$ and 10 there is a significant difference in the field plots between $\bar{U}_{I}$ and $\overline{\mathbf{u}}_{p}$. For $\mathrm{Va}=1, \bar{U}_{1}$ is seen to flow toward the middle of the tube at the centerline and then reverse flow near the walls, with $\bar{u}_{I} \approx 0$ near $z=0.45$. The corresponding flow for $\overline{\mathbf{u}}_{p}$ shows a centerline flow that is continuous from left to right, with a reverse flow near the walls. The plot shows that $\bar{u}_{l}(r)$ is significantly smaller than $\bar{u}_{p}(r)$ for $\mathrm{Va}=1$ and 10 , and the radial flows $\bar{v}_{1}(r)$ and $\bar{v}_{p}(r)$ are nearly equal. For $\mathrm{Va}=100, \bar{U}_{1}$ and $\overline{\mathbf{u}}_{p}$ are nearly the same.


Figure 19. Comparison of Eulerian and Lagrangian particle velocities for the BPT at $z=0$ and with Fo $\rightarrow 0: \overline{\mathcal{U}}_{1}(r)$ —; $\overline{\mathbf{u}}_{p}(r) \cdots$.
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Figure 20. Comparison of Eulerian and Lagrangian particle velocities for $O P T$ at $z=0, \tilde{U}_{L}=1$, and $\phi_{U}=-0.1$.

In general, for Va of about 1 , the axial Eulerian and particle velocities have similar profiles; however, the Eulerian velocities are much more restrained. As Va increases to 10, the axial velocity profiles are no longer similar, being quite different in both direction and magnitude. For Va of 100 , the fields become nearly identical in both speed and direction. The results reflect the large influence of the progressive wave component contained in the additional quadratic term of the particle velocity.

## Effect of Heat Transfer on Particle Velocity

Figure 21 illustrates how heat transfer between the gas and the tube wall affects the meansteady particle velocity for the BPT. The figure compares $\overline{\mathbf{u}}_{p}$ at $\mathrm{Fo} \rightarrow 0$ and $\mathrm{Fo}=100$ for $\operatorname{PrVa}=0.7,7$, and 70 . For $\operatorname{PrVa}=0.7$, the axial velocity $\bar{u}_{p}$ for isothermal wall conditions ( $\mathrm{Fo} \rightarrow 0$ ) is nearly the same as for the near adiabatic case ( $\mathrm{Fo}=100$ ). Upon increasing to $\operatorname{PrVa}=7$, the adiabatic condition increases the axial velocity until it is about $30 \%$ greater than for the isothermal condition. For $\operatorname{PrVa}=70$, the adiabatic condition now reduces the axial velocity to about $50 \%$ less than that for the isothermal condition at the centerline; they are about equal in the outer layer; and the adiabatic case is greater by about $30 \%$ in the inner layer. For the radial velocity $\bar{v}_{p}$, the difference between the adiabatic and isothermal conditions increases with increasing Pr Va .

Figure 22 illustrates the affect of heat transfer for the OPT on particle velocity and plots the same conditions for Fo and $\operatorname{PrVa}$ as for the BPT of figure 21. In general, Fo and PrVa have the same affect on the OPT velocities as for the BPT. One exception is that for $\operatorname{PrVa}=70$ the double boundary layer is not present in the OPT so that the streaming in the diffusion layer near the tube wall is in the opposite direction compared with the inner layer of the BPT. Also for the OPT at $\operatorname{PrVa}=70$, the streaming in the diffusion layer near the tube wall for adiabatic conditions is less than it is for isothermal conditions, whereas for the BPT, the streaming in the inner layer is greater for the adiabatic conditions than it is for the isothermal conditions.

The mean-steady velocity reduces pulse tube performance because it directly transports gas from the hot end to the cold end, and vice versa, thereby destroying the temperature gradient. The mean-steady velocity is rather a complicated function of Fo and its effect on velocities is not easily determined by simple examination of the solutions. The benefit of figures 21 and 22 is to give a general understanding of how PrVa and Fo influence mass streaming for the BPT and OPT.

For the BPT, the difference in viscous and thermal diffusion lengths provides the phaseshifting mechanism between velocity and temperature to produce enthalpy flow. In this case it is best that the $\operatorname{PrVa}$ be sized so that diffusion fills the entire gas domain and that the tube wall be sized for $\mathrm{Fo} \rightarrow 0$ (isothermal wall condition). A good value of $\operatorname{PrVa}$ is about 7 , as indicated in figure 21 . These conditions allow diffusion over the gas domain while at the same time reducing mean-steady streaming (relative to the adiabatic wall condition).
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For the OPT, the velocity boundary conditions at the tube ends provide the phase-shifting mechanism. Diffusion is not required and, in fact, diffusion will reduce enthalpy flow by reducing the velocity and temperature amplitudes near the tube wall. Operation at large PrVa and large Fo (adiabatic wall conditions) is desirable because the diffusion layer now is confined to a thin layer near the tube wall. From figure 22 for $\operatorname{PrVa}=70$, the mean-steady axial velocity plot shows that for Fo $=100$, the steady axial particle velocity is reduced relative to Fo $\rightarrow 0$. The combination of large Pr Va and large Fo confines the diffusion layer to be thin while at the same time it reduces meansteady streaming (relative to the isothermal wall condition).

Mean-Steady Temperature, $\bar{T}_{2}$
The mean-steady temperature $\bar{T}_{2}$ is found by a double quadrature of equation (m) in table 3 with $T_{0, z}=0$. In conservative form it is

$$
\begin{equation*}
\frac{1}{\operatorname{Pr} \mathrm{Va}} \frac{\left(r \bar{T}_{2, r}\right)_{, r}}{r}=\left(\bar{u}_{I}+\overline{p_{1} u_{0}}\right)_{, z}+\frac{1}{r}\left(\bar{v}_{I} r+\overline{p_{1} v_{0}} r\right)_{, r} \tag{81}
\end{equation*}
$$

which shows that $\bar{T}_{2}$ is a result of the axial and radial work flows. That is, gradients in conductive heat transfer are a result of gradients in work flow.

Figure 23 shows $\bar{T}_{2}(r)$ for the BPT and OPT with $\mathrm{Fo} \rightarrow 0$ and $\mathrm{Fo}=100$, and $\mathrm{PrVa}=0.7,7$, and 70. The mean-steady temperature is constant in $z$. The plots show that for $\operatorname{PrVa}=0.7$ and 7 , heat is continuously being transferred to the wall. For $\operatorname{PrVa}=70$, heat is also being transferred to the centerline region. Physically, this would result in the centerline region heating. However, for the present thermally strong approximation ( $T_{0, z}=0$ ), there is an "imposed" thermal sink that maintains $T_{0}$ constant.

## Axial Enthalpy Flow, $\bar{H}_{I}$

The first-order steady enthalpy flux is given by $\overline{h_{l}}=T_{0} \rho_{0} \bar{u}_{I}+T_{0} \overline{\rho_{I} u_{0}}+\rho_{0} \overline{T_{l} u_{0}}$, which after rearrangement becomes

$$
\begin{equation*}
\bar{h}_{I}=T_{0}\left(\rho_{0} \bar{u}_{I}+\overline{\rho_{l} u_{0}}\right)+\rho_{0} \overline{T_{I} u_{0}} \tag{82}
\end{equation*}
$$

When integrated over the cross-sectional area, equation (82) is the enthalpy flow. It is important because it quantifies cooling,

$$
\begin{equation*}
\bar{H}_{I}=\int_{0}^{1}\left[T_{0}\left(\rho_{0} \bar{u}_{I}+\overline{\rho_{l} u_{0}}\right)+\rho_{0} \overline{T_{l} u_{0}}\right] r d r \tag{83}
\end{equation*}
$$

From the zero-net-mass - flow constraint (eq. (48)) and since $T_{0}(z)$ is independent of $r$, the first term in equation (83) is zero. Recalling that $\rho_{0}=1$, the enthalpy flow becomes

$$
\begin{equation*}
\bar{H}_{l}=\int_{0}^{1} \overline{T_{l} u_{0}} r d r \tag{84}
\end{equation*}
$$



Figure 23. Comparison of $\bar{T}_{2}(r)$ for BPT and OPT at $z=0$ and $z=1$ forFo $\rightarrow 0$ and $F o=100$.
which shows that the mean-steady enthalpy flow at $\boldsymbol{O}(\varepsilon)$ is due to the time-averaged product of the oscillating temperature and the oscillating velocity.

Using the equation of state, equation (84) can be rewritten in terms of the work flow pu,

$$
\begin{equation*}
\bar{H}_{I}=\int_{0}^{1}\left(\overline{u_{l}}+\overline{p_{l} u_{0}}\right) r d r \tag{85}
\end{equation*}
$$

which shows that the enthalpy has two work flow components: the product of the oscillating pressure and oscillating velocity, and work flow due to mean-steady streaming, $p_{0} \bar{u}_{1}$, where $p_{0}=1$.

Figure 24 shows enthalpy transport for the BPT. Shown are enthalpy flux fields $\bar{h}_{l}(r, z)$ for $\operatorname{PrVa}=0.7,7$, and 70 and $\mathrm{Fo} \rightarrow 0$ and $\mathrm{Fo}=100$. Corresponding plots for $\bar{h}_{I}(r)$ are for $z=0$ and $z=0.5$, with $\bar{h}_{I}=0$ at $z=1$. For the isothermal wall condition of $\mathrm{Fo} \rightarrow 0$, axial enthalpy flux decreases from $z=0$ to $z=1$.

For $F o=100$, there is a reversal of enthalpy flux in the vicinity of the wall. The enthalpy reversal results from the inability of radial temperature gradients to be generated because of the near-adiabatic wall conditions for $\mathrm{Fo}=100$, that is, sufficient heat cannot be transferred to the wall. Operating a BPT with high Fo is undesirable because of the large enthalpy flow reversal near the tube wall.

Figure 25 shows the corresponding enthalpy transport for the OPT with $\tilde{U}_{L}=1$ and $\phi_{U}=-0.1$. The plots of $\bar{h}_{I}(r)$ are shown for $z=0,0.5$, and 1 . The OPT allows velocity oscillations at $z=1$, which enable enthalpy to flow out of the tube, whereas in the BPT enthalpy flow goes to zero at $z=1$ since the velocity goes to zero. For the case of $\operatorname{PrVa}=0.7$ and Fo $\rightarrow 0$, enthalpy flows in the reverse direction from $z=1$ to about $z=0.6$, showing that an OPT operating with isothermal walls and small PrVa is not desirable.

In general, a BPT should be operated with the thermal diffusion length and tube radius sized so that $\operatorname{Pr} \mathrm{Va} \approx 10$ and the tube wall is near isothermal, Fo $\rightarrow 0$. The Fo $\rightarrow 0$ condition allows good heat transfer between the gas and wall so that the phase angles between the velocity and temperature are advantageous for enthalpy flow. The $\operatorname{PrVa} \approx 10$ condition sizes the gas domain so that all of the gas is efficiently transporting enthalpy. Figure 24 illustrates the enthalpy flux for these conditions.

The OPT should be operated with the thermal diffusion region confined to a thin layer near the tube wall and the tube wall near adiabatic. These conditions correspond to large Pr Va and large Fo. For the OPT, diffusion is no longer necessary in order to supply the correct phase angle between velocity and temperature. The phase angle is supplied by the velocity boundary conditions at the tube ends. An example of the enthalpy flux for these conditions is shown in figure 25 for $\operatorname{PrVa}=70$ and $\mathrm{Fo}=100$.

In figure 26 , enthalpy flow $\bar{H}_{I}(z)$ is plotted for the BPT and OPT with $\tilde{U}_{L}=1$ and $\phi_{U}=-0.1$ for $\operatorname{Pr} \mathrm{Va}=0.7,7$, and 70 ; and for $\mathrm{Fo} \rightarrow 0$ and $\mathrm{Fo}=100$. For the BPT (first column), adiabatic wall conditions ( $\mathrm{Fo}=100$, dashed line) reduce enthalpy flow, particularly for large $\operatorname{PrVa}$. For the OPT (second column), enthalpy flow is greater and more constant for adiabatic wall conditions. This is very apparent for large values of PrVa .

The plots of figure 26 reiterate the previous assertion regarding heat transfer to the tube wall. For the BPT, heat transfer between the gas and the tube wall is necessary and desirable to allow for the proper phase angle between velocity and temperature, whereas for the OPT, heat transfer is undesirable. For the OPT, the phase shift is supplied by the velocity boundary conditions at the tube ends.
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Figure 26. The effect of heat transfer on enthalpy flow, $\bar{H}_{I}(z)$, for the BPT and OPT for Fo $\rightarrow 0$ —; $F O=100-$.

The amplitude-squared dependence of the mean-steady quantities on leading-order velocity was previously mentioned at the beginning of this section. Although it has not been investigated here, Storch et al. found refrigeration to depend on the square of the pressure ratio, where the pressure ratio is defined as the maximum pressure divided by the minimum pressure (ref. 35). This is consistent with the results of the present study since, for a given frequency, the oscillating pressure depends on fluid displacement at the tube ends, which is the integrated velocity at leading order.

In figure 27, the area-normalized enthalpy flux versus $\phi_{U}$ is plotted for the conditions of $\varepsilon=0.1, \mathrm{Va}=250, \operatorname{Pr}=0.7, \tilde{U}_{L}=1.0, \mathrm{Fo}=20$, and $\gamma=5 / 3$. The figure shows a peak in the areaaveraged enthalpy flux at $\phi_{U} \approx-0.25$. This is reasonable considering that maximum mean-steady velocity streaming was seen in figure 18 to be at $\phi_{U} \approx-0.25$. Kasuya et al. (ref. 68) measured optimum phase angles, and Radebaugh reported that for a typical OPT, $\phi_{U} \approx-0.1$ (ref. 11). However, increasing the phase angle leads to increased velocities in the regenerator, which results in larger regenerator losses. Thus $\phi_{U} \approx-0.1$ would be relevant for use as a system optimum.


Figure 27. Area-normalized enthalpy flux versus velocity phase angle. Maximum occurs at $\phi_{\mathrm{U}} \approx-0.25$.

## Discussion

The calculated leading-order quantities for pressure, temperature, velocity, and heat transfer, the mean-steady velocity and enthalpy flux fields, and the mean-steady temperature give an understanding of the transport mechanisms for pulse tubes.

The BPT is essentially a standing wave device, because there are no phase-angle gradients along the tube length. Phase shifts between velocity and temperature-required for enthalpy flow-are obtained through differences in the viscous and thermal diffusion lengths. The ratio is quantified in the Prandtl number. A BPT is able to operate when $\operatorname{Pr}<1$; the lower the Prandtl number the better. A Prandtl number of $\operatorname{Pr}=1$ results in zero enthalpy flow.

The BPT should be operated with an isothermal tube wall to enable a large heat transfer between the gas and tube wall. This requires the Fourier number to be near zero, Fo $\rightarrow 0$. Operating a BPT with a large value for Fo (adiabatic wall condition) would result in enthalpy flow reversals (enthalpy flow from hot to cold ends) near the tube wall, a result of the inability of the work flow to convert to heat flow. Calculations also show that an isothermal tube wall reduces mass streaming relative to an adiabatic wall. Mass streaming has a negative affect on performance, because streaming directly transports hot gas to the cold end, and vice versa. This tends to destroy the axial temperature gradient. The tube radius of the BPT should also be sized to the thermal diffusion length
so that all of the gas is efficiently transporting enthalpy. The calculations show that to accomplish this, the Prandtl number times the Valensi number should be $\operatorname{PrVa} \approx 10$ for the BPT.

The OPT is more of a progressive wave device and so it does not rely on diffusion to obtain the appropriate phase angles between velocity and temperature. Phase angles are obtained through the velocity boundary conditions. The OPT should be operated with the thermal diffusion region confined to a thin layer near the tube wall. This condition requires PrVa and Fo to both be large. The calculated plots of mean-steady velocity show that large Fo reduces mass streaming relative to Fo $\rightarrow 0$. However, large Va tends to increase mass streaming.

Operating at small $\operatorname{PrVa}$ and small Fo is detrimental to an OPT because heat transfer between the gas and the tube wall (1) reduces the oscillating temperature amplitude near the tube wall, and (2) creates unwanted phase angles between velocity and temperature. Both of these effects tend to reduce enthalpy flow. There is a practical limitation to having both PrVa and Fo very large, for these requirements lead to a system that must contain high pressures with a large diameter, thin-walled tube. Also, the compressor must be large to drive a larger system with a large tube diameter.

An additional advantage of the OPT over the BPT is the ability to also have independent control of the velocity amplitudes. The large velocity amplitude of the OPT at the hot end of pulse tube $(z=1)$ allows much more enthalpy flow relative to the BPT whose velocity goes to zero. For the BPT, because of the steep velocity gradients along the tube, enthalpy flow is continuously being converted to heat flow along the tube at a high rate. The heat then flows back to the cold end as heat conduction. As a consequence, only a small amount of enthalpy flow arrives near the hot heat exchanger for rejection to the environment. For the OPT, because the velocity is finite at the hot end of the tube, more enthalpy flow can arrive near the hot heat exchanger. Larger amounts of enthalpy flow can then be rejected at the hot heat exchanger.

Heat transfer between the gas and the tube wall has an important effect on the pressure and temperature phasors. When there is significant heat transfer between the gas and tube wall, $\mathrm{Fo}=\boldsymbol{O}(1)$, the pressure and temperature phasors move out of phase relative to each other for both the BPT and OPT; calculations indicate this difference to be as much as $20^{\circ}$. This is important, because 1-D models often assume adiabatic conditions on the gas and so there is a presumption that the temperature is always in phase with pressure. Most pulse tubes operate at $\mathrm{Fo}=\boldsymbol{O}(1)$, which is closer to isothermal wall conditions.

At the tube ends, the complex Nusselt number is found to be independent of Fo, of the velocity amplitude ratio $\tilde{U}_{L}$, and of the velocity phase angle $\phi_{U}$. When written in the form $\hat{\mathrm{N}} \mathrm{u}(\operatorname{PrVa})=\tilde{A} e^{i \phi}, \tilde{A}$ is about 4 for $\operatorname{PrVa}<3$ and is linear with $\operatorname{PrVa}$ for $\operatorname{PrVa}>25$. The phase angle for $\operatorname{PrVa}<0.5$ is $\phi \rightarrow-0.5$ and for $\operatorname{PrVa}>500, \phi \rightarrow-0.38$. A similar relation for the complex shear wall factor exists, using only Va as the independent parameter. The complex Nusselt number and shear wall factor can be used for one-dimensional linear oscillating flow in a tube to account for radial heat transfer or shear at the tube wall.

The axial velocity was found to be a complicated function of Va and $\phi_{U}$. The mean-steady velocity increases linearly with Va for $\mathrm{Va}<10$, and can be of $\boldsymbol{O}(1)$ for $\mathrm{Va}>100$. It is strongest when $\phi_{U} \approx-0.25$.

In general, an OPT should be operated with large $\operatorname{PrVa}$ and $\phi_{U} \approx-0.25$. This maximizes mean-steady enthalpy flow. However, since mass streaming is of the same mechanism as the meansteady enthalpy flow, losses owing to mass streaming and the destruction of the axial temperature gradient will also be maximum. Understanding the trade-off between mean-steady enthalpy flow, mass streaming, and axial temperature gradient requires a solution to the coupled zeroth-, first-, and second-order equations. That is left for future work.

## 5. EXPERIMENTAL MEASUREMENTS OF THE MEAN-STEADY PARTICLE VELOCITY

A flow-visualization system was constructed to permit observation of particle flow patterns and measurement of particle velocities. In this section, the observed patterns are presented and interpreted within the framework of the anelastic solution.

## Experimental System

A schematic of the experimental flow-visualization system is illustrated in figure 28. A clear polycarbonate tube ( 38.9 cm long, 2.22 cm i.d., and 2.54 cm o.d.) is filled with air at 1 atm mean pressure. Diaphragm compressors are attached to each end of the tube and are sealed from the ambient. The compressors are each driven by separate stepper motors capable of 25,000 steps per revolution. The compressor/motor assemblies can be independently controlled in order to adjust the relative phase angle between them. Three $0.00-\mathrm{cm}$ stainless steel wires are strung across the tube diameter at the indicated positions, and a light oil is applied to the wires before operation. The surface tension of the oil is sufficient to hold a thin film on the wires. During operation, when the compressors are producing an oscillating flow, a short pulse of electrical current ( $\sim 0.1 \mathrm{sec}$ duration) is applied to a wire. This quickly heats and vaporizes the oil from the wire. There is no combustion of the oil- only vaporization. The vaporized oil quickly cools and condenses into an oil fog or "smoke" that stretches across the tube diameter. One can now observe the leading-order oscillating flow and the secondary mean-steady flow of the smoke, which represent particle paths of the gas. ${ }^{1}$ A CCD video camera ( 30 frames $/ \mathrm{sec}$ ) is used to record the smoke flow patterns.

Figure 28 also shows the physical dimensions of the system. The volume displacement of the two compressors is $13.5 \mathrm{~cm}^{3}$ each, and the total system volume is $155.2 \mathrm{~cm}^{3}$, resulting in $\varepsilon=0.0435$. The volumes of the connections between the compressors and tubes are converted into equivalent lengths by dividing the volumes by the connector cross-sectional area ( $3.88 \mathrm{~cm}^{2}$ ). The range of speed of the compressors is 5 to 20 Hz . Smoke-wires are positioned at $z=11.0 \mathrm{~cm}$, 20.4 cm , and 32.1 cm . The tube was oriented with the gravity force acting in the positive $z$-direction. During operation, the smoke is generally neutrally buoyant.

When operating, the speed and the relative phase angle between the two compressors are fixed. The compressors are then started and allowed to come up to the final operating speed, at which time the video camera begins recording. After about 10 sec have elapsed (to ensure quasisteady flow), the smoke-wire is pulsed with electrical current, and the smoke is seen to immediately leave the wire. Initially, when the smoke comes off the wire, it rises against the gravitational-force vector because of buoyancy, that is, the smoke is warmer (less dense) than the surrounding air. This condition exists for about 2 sec until the smoke temperature and the surrounding air temperature equilibrate. The video camera records the particle paths of the smoke at 30 frames $/ \mathrm{sec}$, and records a time tag on each frame. After the smoke dissipates, which takes from 20 to 80 sec , the system is shut down and reset for the next run.
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Figure 28. Schematic of the smoke-wire flow-visualization experiment.
Coordinate positions of the smoke for each time were determined by digitizing each individual video frame. Particle velocities were determined from the coordinates and incremental times. The measured particle velocities were then compared with predicted values.

## Comparison with Theory

Several runs were conducted to compare the experimentally measured mean-steady axial particle velocities with those predicted by equation (79). Table 6 summarizes the dimensionless quantities investigated. The BPT configuration was tested for varying Va, and the OPT configuration was tested for varying Va and $\phi_{U}$. There was no independent variation of $\tilde{U}_{L}$, because the velocity boundary conditions defined by $\tilde{U}_{L}$ should have no unusual effects on $\bar{u}_{p}(r, z)$ since $\bar{u}_{p}(r, z)$ is simply linear along $z$. There was also no variation in Fo since Fo $\ll 1$ for any of the runs
(isothermal wall conditions). The following section presents and compares the experimental results against calculations. The code for computing the solutions is given in appendix G, and the data are tabulated in appendix H .

Table 6. Range of dimensionless numbers investigated

| Run | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Configuration | BPT | BPT | OPT | OPT | OPT | OPT |
| Evaluation | Velocity | Velocity | Observation | Observation | Velocity | Velocity |
| $\varepsilon$ | 0.0434 | 0.0434 | 0.0434 | 0.0434 | 0.0434 | 0.0434 |
| Va | $\mathbf{3 4}$ | $\mathbf{1 0 3}$ | $\mathbf{1 3 7}$ | $\mathbf{1 3 7}$ | $\mathbf{6 8}$ | $\mathbf{6 8}$ |
| M | $1.66 \times 10^{-3}$ | $5.06 \times 10^{-3}$ | $6.7 \times 10^{-3}$ | $6.7 \times 10^{-3}$ | $3.14 \times 10^{-3}$ | $3.14 \times 10^{-3}$ |
| $\lambda$ | $4.5 \times 10^{-5}$ | $4.13 \times 10^{-4}$ | $7.3 \times 10^{-4}$ | $7.3 \times 10^{-4}$ | $1.62 \times 10^{-4}$ | $1.62 \times 10^{-4}$ |
| $\tilde{U}_{L}$ | 0 | 0 | 1 | 1 | 1 | 1 |
| $\phi_{U}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $-\mathbf{0 . 5}$ | $-\mathbf{0 . 9 4}$ | $-\mathbf{0 . 2 5 4}$ | $-\mathbf{0 . 1 2 5}$ |

## Basic Pulse Tube Configuration

Axial particle velocities $\bar{u}_{p}(r, z)$ were measured near the centerline of a BPT configured system for $\mathrm{Va}=34$ and $\mathrm{Va}=103$. The measured velocities were in the vicinity of the centerline region.

Run 1: BPT, $V a=34$
Figure 29 shows the mean-steady particle path and particle velocity of a smoke particle. This is shown by plotting the axial particle velocity $\bar{u}_{p}(r, z)$ at the specified $r$ and $z$ positions and comparing this with the calculated $\bar{u}_{p}(r, z)$ given by equation (79). Figure 29(a) shows the calculated flow field $\overline{\mathbf{u}}_{p}(r, z)$, figure $29(\mathrm{~b})$ plots $\bar{u}_{p}(r)$ and $\bar{v}_{p}(r)$ at $z=0$, and figure 29(c) compares the measured
values of $\bar{u}_{p}(r, z)$ with those predicted by theory. The ordinate of figure $29(\mathrm{c})$ gives the measured and calculated values for $\bar{u}_{p}(r, z)$, and the corresponding $r$ and $z$ coordinates. The abscissa identifies the corresponding time for each $\bar{u}_{p}(r, z)$. Figure 29(c) shows that the calculated velocities are in general agreement with the measured values in terms of speed and direction. Velocities are positive for the particle coordinate range $r \approx 0.2$ to 0.24 and $z \approx 0.67$ to 0.72 . As time progresses, the particle moves toward $z=1$, as shown by the flow field in figure 29(a). Since the particle is at $r=0$, there is

Fig. (a) Steady velocity fields $\overline{\mathbf{u}}_{p}(r, z)$
Fig. (b) $\bar{u}_{p}(r)-$ at $z=0 ; \bar{v}_{p}(r) \cdots-$


Fig. (c) Comparison of measured and calculated $\bar{u}_{p}(r, z)$


Figure 29. Particle velocity for $B P T, \varepsilon=0.0435, V a=34, U_{L}=0$ : (a) particle velocity field, $\overline{\mathbf{u}}_{p}(r, z) ;(b)$ calculated component velocities $\bar{u}_{p}(r)$ and $\bar{v}_{p}(r)$ at $z=0 ;(c)$ plot of measured particle coordinates, and measured and calculated axial particle velocity $\bar{u}_{p}(r, z)$ for corresponding elapsed times.
no radial flow component and so the particle remains at $r=0$. It is unclear why the measured velocities decrease to zero for elapsed times greater than 35 sec although it may be a result of inaccurate particle tracking, since the smoke dissipates as time progresses.

## Run 2: $B P T, V a=103$

The particle flow field shown in figure 30(a) shows that for higher Va a double boundary layer is formed. Figure 30(b) shows that the velocity in the inner layer ( $r=0.8$ to 1 ) is negative, then reverses in the outer layer ( $r=0.38$ to 0.8 ) to positive, then again reverses itself in the centerline region ( $r=0$ to 0.38 ) back to negative. A positive and negative radial flow maintains mass conservation.

The measured $\bar{u}_{p}(r, z)$, the calculated $\bar{u}_{p}(r, z)$, and $r$ and $z$ coordinates at the given time intervals are plotted in figure 30(c). The measured negative velocities are in the centerline region and are comparable to those predicted. The larger negative velocities measured at the initial points are a result of the buoyancy forces present after the initial pulse. As time progresses, the temperature equilibrates between the smoke and the air, and so the velocity levels off.

The presence of the inner and outer layers of the double boundary layer predicted by theory could not be confirmed experimentally. This is because the smoke did not distribute itself in either of these two layers after pulsing. The simplicity of these experiments did not allow for observation of velocities throughout the entire field. Future work-perhaps with laser Doppler or anemometer velocity measuring instruments-will allow for further validation.

## Orifice Pulse Tube Configuration

## Orifice pulse tube observations

Mean-steady secondary flow observations for an OPT configuration are described for $\mathrm{Va}=137, \tilde{U}_{L}=1.0$ with $\phi_{U}=-0.5$ and $\phi_{U}=-0.94$. The observed smoke flow is in qualitative agreement with the predicted particle velocity fields.

## Run 3: smoke flow observations for $\phi_{U}=\mathbf{- 0 . 5}$

Figure 31 shows the observed steady flow for $\mathrm{Va}=137, \tilde{U}_{L}=1$, and $\phi_{U}=-0.5$. Figures 31(a) and 31(b) predict large negative radial velocities at $r \approx 0.4$ and large axial velocities in both the negative and positive directions symmetric about $z=0.5$. This is verified from the smoke observation data shown in figure 31(c) where the two smoke lines are seen to "stretch" in the axial direction and "compress" together in the negative radial direction. This is predicted by the particle velocity field of figure 31(a), and is an indication of the presence of the outer layer and centerline flow regions. Unfortunately, smoke did not distribute near the tube wall, so the presence of the inner layer could not be directly confirmed.

Fig. (a) Steady velocity fields $\overline{\mathbf{u}}_{p}(r, z)$


Fig. (b) $\bar{u}_{p}(r)-$ at $z=0 ; \bar{v}_{p}(r)-\cdot-$


Fig. (c) Comparison of measured and calculated $\bar{u}_{p}(r, z)$


Figure 30. Particle velocity for $B P T, \varepsilon=0.0435, V a=103, U_{L}=0$ : (a) particle velocity field, $\overline{\mathbf{u}}_{p}(r, z) ;(b)$ calculated component velocities $\bar{u}_{p}(r)$ and $\bar{v}_{p}(r)$ at $z=0$; (c) plot of measured particle coordinates, and measured and calculated axial particle velocity $\bar{u}_{p}(r, z)$ for corresponding elapsed times.

Fig. (a) Steady velocity fields $\overline{\mathbf{u}}_{p}(r, z)$
Fig. (b) $\bar{u}_{p}(r)$ at $z=0-$;
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\bar{u}_{p}(r) \text { at } z=1--; \bar{v}_{p}(r)-\cdot-
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Fig. (c) Time elapsed observed mean -steady particle flow


Figure 31. Particle velocity for $O P T, \varepsilon=0.0434, V a=137, \tilde{U}_{L}=1, \phi_{\mathrm{U}}=-0.5$ : (a) particle velocity field, $\overline{\mathbf{u}}_{p}(r, z) ;(b)$ calculated component velocities $\bar{u}_{p}(r)$ at $\mathrm{z}=0$ and $\mathrm{z}=1$ and $\bar{v}_{p}(r)$; (c) observed smoke flow at indicated times. The observed flow is seen to stretch axially and compress radially as predicted by the flow field of (a).

Though the smoke-wire is positioned at $z \approx 0.5$, the observed smoke flow shows that at $t=53: 15: 01$, the smoke is skewed at a location $z<0.5$. This is because of the buoyancy effect immediately after the smoke is pulsed. Also, we would expect the flow to be symmetric about $z=0.5$, hence, we would not expect the smoke to cross the $z=0.5$ plane. However, at $t>53: 21: 01$, smoke can be seen at locations $z>0.5$, possibly because the smoke was of a slightly higher density than the air, or because of the instability of a purely zero velocity plane at $z=0.5$. This second
possibility would allow smoke to cross at $z=0.5$, allowing the smoke to get caught in the positive direction centerline flow fields for $z>0.5$.

The smoke observations are seen to "curve" at the ends of the tube. This is because the connections from the compressors to the visualization tube are at right angles. The curved flow is generally restricted to $z<0.3$ and $z>0.7$. Flow measurements are taken within the range of $0.3<z<0.7$.

## Run 4: smoke flow observations for $\phi_{U}=\mathbf{- 0 . 9 4}$

Figure 32 shows the observed steady flow for $\mathrm{Va}=137, \tilde{U}_{L}=1$, and $\phi_{U}=-0.94$.
Figures 32(a) and 32(b) show strong positive velocities in the centerline region and negative velocities in the viscous layer near the tube wall. Radial velocities are very small. Figure 32(c) shows that the observed smoke flow qualitatively confirms the model. The observed flows are in the centerline region and are seen to quickly flow in the positive direction with little radial displacement, except near the positive end $(z=1)$ where the curved flow due to end effects begins to compress the pathlines.

## Orifice pulse tube measurements

Mean-steady particle velocity measurements were taken near the centerline and within the viscous layer near the tube wall for an OPT configuration for $\mathrm{Va}=68, \tilde{U}_{L}=1$ with $\phi_{U}=-0.254$, and $\phi_{U}=-0.125$. Particles were observed flowing with the directional sense and speed as predicted by equation (79). Circulating flow from the centerline region to the viscous layer near the tube wall was observed; it also was in general agreement with predictions.

Run 5: particle velocity measurements for $\phi_{U}=\mathbf{- 0 . 2 5 4}$

## Centerline and viscous layer flow near tube wall

Figure 33(a) shows the measured and predicted velocities for flow in the centerline region. Calculations correspond well with measured values. The measured velocities at times greater than 18 time-increments ( 1.8 sec ) are due to the curved flow end-effects as described in the observation section. The inlets to the tubes from the compressors are at right angles to the tube, and so the flow is curved at the tube ends. This results in a significant particle position change in $r$ as $z$ approaches 0.3.

Figure 33(b) shows the five-point moving average of axial particle velocity in the viscous layer near the tube wall. Although there is scatter in the data, the results are still in general agreement with prediction.


Fig. (c) Time elapsed observed mean -steady particle flow


Figure 32. Particle velocity for $O P T, \varepsilon=0.0435, V a=137, \tilde{U}_{L}=1, \phi \mathrm{U}=-0.94$ : (a) particle velocity field, $\overline{\mathbf{u}}_{p}(r, z) ;(b)$ calculated component velocities $\bar{u}_{p}(r)$ at $\mathrm{z}=0$ and $\mathrm{z}=1$ and $\bar{v}_{p}(r)$; (c) observed smoke flow at indicated times. The observed flow is seen to stretch axially in the positive direction with little radial displacement, as predicted by the flow field of (a).



Figure 33. Particle velocities for OPT at indicated r and z positions for corresponding elapsed times: $\varepsilon=0.0435, V a=68, \tilde{U}_{L}=1, \phi \mathrm{U}=-0.254$; (a) is measured and calculated axial velocities $\bar{u}_{p}(r, z)$ at centerline; (b) plot is measured and calculated axial velocities $\bar{u}_{p}(r, z)$ in the viscous layer

Figure 34 shows the flow for an OPT configuration with $\mathrm{Va}=68, \tilde{U}_{L}=1$, and $\phi_{U}=-0.254$. The flow field of figure 34(a) shows negative flow in the centerline region and positive flow near the wall. Figure 34(b) predicts a radial component of flow that is significant between $r \quad 0.5$ and $r \quad 0.8$. The radial velocity allows for flow reversal where fluid particles can move from the negative axial flow region to the positive axial flow region.

Fig. (a) Steady velocity fields $\overline{\mathbf{u}}_{p}(r, z)$
Fig. (b) $\bar{u}_{p}(r)$ at $z=0-$;
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\bar{u}_{p}(r) \text { at } z=1--; \bar{v}_{p}(r)-\cdot-
$$



Fig. (c) Comparison of measured and calculated $\bar{u}_{p}(r, z)$


Figure 34. Particle velocity for $O P T, \varepsilon=0.0435, V a=68, \tilde{U}_{L}=1, \phi_{\mathrm{U}}=-0.254$ : (a) particle velocity field, $\overline{\mathbf{u}}_{p}(r, z)$; (b) calculated component velocities $\bar{u}_{p}(r)$ at $\mathrm{z}=0$ and $\mathrm{z}=1$ and $\bar{v}_{p}(r)$; (c) plot of measured particle coordinates, and measured and calculated axial particle velocity $\bar{u}_{p}(r, z)$ for corresponding elapsed times.

Figure 34(c) plots the measured and calculated velocities of equation (79). The data confirm flow reversal between the negative-flow centerline region and the positive-flow viscous layer near the tube wall. Particles, initially at $r \approx 0.42$ and $z \approx 0.45$ have negative velocities. As time progresses, the positive radial component of flow moves the particles outward toward the viscous layer which has positive velocities. The particles enter the viscous layer region and so reverse from negative to positive flow. Equation (79) predicts reasonably well both the magnitude and direction of the particle velocities, and the location at which the particles flow from the negative to the positive velocity regions.

## Run 6: particle velocity measurements for $\phi \boldsymbol{U}=\mathbf{- 0 . 1 2 5}$

Figure 35(a) shows the mean-steady particle velocity field and figure 35(b) shows a plot of the axial and radial particle velocities for an OPT with $\mathrm{Va}=68, \tilde{U}_{L}=1$, and $\phi_{U}=-0.125$. The flow field is negative in the centerline region and positive in the viscous layer near the tube wall, with radial flow significant between $r=0.5$ and $r=0.8$. This is similar to the previous case in which $\phi_{U}=-0.254$. However, the magnitude of the flows is about $30 \%$ less than for $\phi_{U}=-0.254$. The plots of figure 35 are the predicted fields for the data presented in figures 36 and 37.

Fig. (a) Steady velocity fields $\overline{\mathbf{u}}_{p}(r, z)$

> Fig. (b) $\bar{u}_{p}(r)$ at $z=0-;$
> $\bar{u}_{p}(r)$ at $z=1-; \bar{v}_{p}(r)$



Figure 35. Particle velocity for OPT, $\varepsilon=0.0435, V a=68, \tilde{U}_{L}=1, \phi_{\mathrm{U}}=-0.125$ : (a) particle velocity field, $\overline{\mathbf{u}}_{p}(r, z) ;(b)$ calculated component velocities $\bar{u}_{p}(r)$ at $\mathrm{z}=0$ and $\mathrm{z}=1$ and $\bar{v}_{p}(r)$

## Flow near centerline

Figure 36 shows the measured and predicted velocities for the centerline region. The data for elapsed times greater than 15 time-increments are again due to the flow end-effects as described previously. The measured results are in general agreement with prediction.


Figure 36. Plots of measured and calculated axial particle velocity $\bar{u}_{p}(r, z)$ at the indicated r and z coordinates and given elapsed times for OPT in the centerline region, $\varepsilon=0.0435, V a=68, \tilde{U}_{L}=1$, $\phi_{\mathrm{U}}=-0.125$.

## Circulating flow between centerline region and viscous layer near tube wall

Figure 37 shows the measured axial velocity and position corresponding to the calculated results of figure 35. Figure 37(a) shows a plot of the results for one-half of the radial domain and figure 37 (b) is a plot of the results for the other half. ${ }^{2}$ Figure 37 shows flow reversal between the centerline region and the viscous layer near the tube wall. The calculated velocity using equation (79) shows good prediction of axial particle speed and direction. There is also good prediction in the transition region where flow goes from being negative to being positive. The transition from negative to positive flow is not as steep as that for the case of $\phi_{U}=-0.254$, figure 34(c). This is due to the much smaller radial velocity in the flow-reversal region between $r \approx 0.5$ to $r \approx 0.6$ of figure 37.

[^12]

Figure 37. Plots of measured and calculated axial particle velocity $\bar{u}_{p}(r, z)$ at given elapsed times for OPT, $\varepsilon=0.0435, V a=68, \tilde{U}_{L}=1$, and $\phi_{\mathrm{U}}=-0.125$ : (a) is data from half the tube; $(b)$ is data from the other half of the tube, symmetric about $\mathrm{r}=0$.

## Discussion

The measured and observed axial velocities of smoke particles were well predicted by the particle velocities given by equation (79). These results provide confidence that the present theory is valid and useful.

The measured direction and magnitude of the axial centerline velocities were predicted for a BPT configuration in which the only variable parameter is Va . For $\mathrm{Va}=34$, the axial velocities in the centerline region were positive. For $\mathrm{Va}=103$, the axial centerline velocities were negative, which is in agreement with prediction. For $\mathrm{Va}=103$, a double boundary layer is predicted. Unfortunately, this could not be confirmed with the present system. Future work using more precise methods of measuring velocities over the entire flow field should be conducted to further validate the theory.

OPT operation adds $\tilde{U}_{L}$ and $\phi_{U}$ to Va as variable parameters. For the OPT experiments, $\tilde{U}_{L}$ was set to 1 , and Va and $\phi_{U}$ were allowed to vary. OPT observations of the secondary streaming for $\mathrm{Va}=137$ and $\phi_{U}=-0.5$ were in good qualitative agreement with predictions. The smoke was observed to stretch axially owing to opposite flow between the outer layer and centerline regions. The smoke also was seen to compress radially because of a radial flow component between the outer layer and centerline region. This stretching and compressing was predicted by theory. Observations for a change in velocity phase angle, $\phi_{U}=-0.94$ while retaining $\mathrm{Va}=137$ showed strong positive streaming in the centerline region with little radial flow; this was also predicted.

Measurements of the axial velocity were taken for an OPT configuration, and compared with theory. Once again, the predictions were in good agreement with measurements. For $\mathrm{Va}=68$ and $\phi_{U}=-0.254$, smoke that began in the centerline region was observed to flow in the negative axial direction and positive radial direction. Upon entering the viscous layer near the tube wall, the smoke reversed itself and flowed in the positive axial direction. The speed and direction of this axial flow were well predicted. Also predicted were the coordinates at which the flow reversal occurred. At the point of flow reversal, a strong radial velocity was predicted and verified.

A change in the phase angle $\phi_{U}=-0.125$ showed the same type of flow reversal as for $\phi_{U}=-0.254$. In this case a weaker radial velocity at the point of flow reversal was observed, and the axial speed and direction were again well predicted by equation (79).

In general, the measured secondary mean-steady particle velocities obtained from the flowvisualization experiments indicate that the present linear theory is applicable, and can be cautiously extended to $\varepsilon \mathrm{Va} \quad 1$. Though this is beyond the $\varepsilon \mathrm{Va} \ll 1$ constraint for linearization of the momentum equation, a case can be made-from the present flow-visualization experiments-that the theory is useful for engineering calculations in the region $\varepsilon \mathrm{Va}=\boldsymbol{O}(1)$, and that the theory can be used to help understand the transport mechanisms, particularly mass streaming and enthalpy flows, in pulse tubes.

## 6. CONCLUDING REMARKS AND FUTURE WORK

The present study formulates a set of two-dimensional, axisymmetric differential equations for describing mean-steady secondary flows generated by periodic compression and expansion of an ideal gas in a pulse tube. An anelastic approximation of the fluid equations-mass and energy conservation, and the equation of motion-is used to construct a consistent set of linear differential equations amenable to a series-expansion solution in the small parameter $\varepsilon$, where $\varepsilon$ is the inverse Strouhal number and is the ratio of gas displacement length to tube length. The anelastic approach applies when shock and acoustic energies are small compared with the energy needed to compress and expand the gas. Other parameters resulting from the formulation are the Valensi number, Va, relating system transverse length to viscous diffusion length; the Prandtl number, Pr; the Mach number, M ; the velocity amplitude ratio at the tube ends; and the velocity phase angle at the tube ends. Additionally, heat transfer to a tube wall that has thin but finite thickness is considered, thus introducing the tube wall Fourier number, Fo.

The elasticity parameter $\lambda$ relates $\varepsilon$ and M and is used to order the pressure gradient in the momentum equation. It is the product of Mach number and the ratio of the oscillation frequency to the system acoustic resonance frequency, and is useful for identifying the distinguished limit between $\varepsilon$ and M . A linear acoustic set of equations results when $\lambda=\boldsymbol{O}(1)$ and $\varepsilon \ll 1$. This corresponds to a distinguished limit of $M=\varepsilon^{0.5}$. An anelastic set of equations results when $\lambda \leq \varepsilon \ll 1$. This corresponds to a distinguished limit of $\mathrm{M} \leq \varepsilon$. For pulse tubes, $\lambda \ll \varepsilon \ll 1$, which is the limit used in this study. Additionally, a linear approximation of the momentum equation is taken. This requires the added constraint $\varepsilon \mathrm{Va} \ll 1$.

The derived set of leading-order relations requires simultaneous solution of the zeroth-, first-, and second-order set of equations. The zeroth-order temperature-which is the equilibrium bulk temperature-is coupled to the zeroth-order equation of state, the first-order oscillating advection of enthalpy, and the second-order mean-steady conversion of work flow to heat flow. The full problem is nonlinear and requires solving 15 equations in 15 unknowns-an ambitious task left for future work.

In determining the lower-order mechanisms for the mean-steady transport of momentum and enthalpy, a solution to the equations is obtained for the strong temperature case $T_{0, z}=0$. This effectively decouples the three separate orders of equations, leaving for the basic state problem the first-order oscillating equations, which are completely self-contained.

The oscillating solution is used to compute oscillating heat transfer and shear at the tube wall. It is found that the complex Nusselt number, relating the ratio of conduction heat flux at the wall to bulk temperature difference between the gas and tube wall, is independent of the Fourier number and of the velocity boundary conditions at the tube ends. This also applies to the wall shear factor, which is similarly defined as the ratio of momentum flux to bulk velocity difference. The complex Nusselt number and shear wall factor are simply scaled by the Prandtl number. The usefulness of these two relations is to correct for transverse heat transfer and wall shear when used with a 1-D model.

The leading-order oscillating solution is taken to the next higher order to arrive at the meansteady solutions for the Eulerian and Lagrangian velocity fields, the enthalpy flow field, and the mean-steady radial temperature profile. These are each examined as functions of $\mathrm{Va}, \tilde{U}_{L}, \phi_{U}$, and Fo.

Plots of the velocity fields for the basic pulse tube (BPT) and orifice pulse tube (OPT) configurations show complicated flow patterns. The flows are highly dependent on Va and $\phi_{U}$. Examination of the higher-order mean-steady velocity equation shows that the Reynolds stress and the quadratic product of oscillating density and oscillating velocity produce the steady secondary streaming. The streaming depends on gradients of the velocity amplitude and phase angle. In general, the leading-order solutions for all properties (temperature, pressure, velocity) depend on the velocity amplitude; hence, for any mean-steady quantity the magnitude will depend on the square of the velocity amplitude.

Plots of the enthalpy flux field show the effect of heat transfer with the tube wall. For a near isothermal wall (Fo $\rightarrow 0$ ), gradients in the enthalpy flux result in mean-steady heat transfer to the tube wall. This can be seen in the mean-steady enthalpy equation where the work flux is balanced by heat flux. Under these isothermal wall conditions, the thermal and viscous diffusion layers are of the same form, both pinned at the wall, and scaled only by the Prandtl number, which for most cases is of $\boldsymbol{O}(1)$ but not equal to 1 . This allows a unidirectional flow of enthalpy for the BPT, because the difference in viscous and thermal diffusion lengths enables a favorable phase angle between velocity and temperature. Alternatively, for a BPT with $\operatorname{Pr}=1$, the phase angle between velocity and temperature is $90^{\circ}$, hence enthalpy flow is locally zero everywhere.

The OPT overcomes the necessity of heat transfer by obtaining appropriate phase angles through the axial velocity boundary conditions. This allows favorable phase angles to be present throughout the entire transverse domain, whereas for the BPT, phase angles are favorable only in the diffusion layer. Also, the inclusion of a finite velocity at the hot end of the tube allows a finite enthalpy flow at this end, whereas for the BPT the enthalpy flow goes to zero. The velocity boundary conditions also allow a more constant enthalpy flux throughout the axial domain (when compared with the BPT). Hence, there is less conversion of work flow into heat flow along the tube length, and so more of the work flow is available for enthalpy flow to the hot heat exchanger for rejection. (For the BPT, the steep decrease in work flow results in a large heat flow that is conducted back to the cold end.)

The experimental smoke-wire flow-visualization experiments confirmed the predictions of the present theory. The system was configured for BPT and OPT operation, with Va varied for both, and $\phi_{U}$ varied with $\tilde{U}_{L}=1$ for the OPT. The experiments were conducted in the range
$1.5<\varepsilon \mathrm{Va}<6$, which is not strictly within the constraint $\varepsilon \mathrm{Va} \ll 1$ required for linearization of the momentum equation. However, for all cases examined, the calculated particle velocities satisfactorily described the observed and measured experimental particle velocities, including flow reversals between the centerline regions and diffusion layers, and the locations at which flow reversal occurred.

The major points of this study can be summarized as follows.

1. Basic pulse tubes should be operated at $\mathrm{Fo} \rightarrow 0$ and $\operatorname{PrVa} \approx 10$. The first condition represents an isothermal tube wall, thereby allowing good heat transfer between the gas and the tube wall, and
the second condition ensures that most of the gas is efficiently used to transport enthalpy. Calculations also show that an isothermal wall reduces mass streaming relative to an adiabatic wall for a BPT.
2. Orifice pulse tubes should be operated for large Fo and large PrVa. The first condition represents an adiabatic tube, thereby reducing heat transfer between the gas and the tube wall, and the second confines the diffusion layer to a thin layer near the wall. Calculations also show that an adiabatic wall reduces mass streaming relative to an isothermal wall at large PrVa . However, large Va tends to increase mass streaming. Maximum enthalpy flow for orifice pulse tubes was shown to be at a phase angle of $\phi_{U} \approx-0.25$.
3. The mean-steady velocity increases linearly with Va for $\mathrm{Va}<10$ and can be of $\boldsymbol{O}(1)$ for $\mathrm{Va}>100$. It is strongest when $\phi_{U}=-0.25$.
4. The complex Nusselt number can be used for one-dimensional linear oscillating flow in a tube to correct for radial heat transfer. It is of the form $\hat{\mathrm{Nu}}(\mathrm{PrVa})=\tilde{A} e^{i \phi}$ and is independent of Fo , velocity amplitude ratio $\tilde{U}_{L}$, and velocity phase angle $\phi_{U}$ at the tube ends. $\tilde{A}$ is about 4 for $\operatorname{PrVa}<3$ and is linear with $\operatorname{PrVa}$ for $\operatorname{PrVa}>25$. The phase angle, for $\operatorname{PrVa}<0.5$ is $\phi \rightarrow-0.5$, and for $\operatorname{PrVa}>500$ is $\phi \rightarrow-0.38$. A similar relation for the complex shear wall factor exists using Va as the independent parameter.
5. Heat transfer between the gas and the tube wall can shift the phase between the pressure and temperature phasors. This is important because 1-D models often assume adiabatic conditions on the gas and so there is a presumption that temperature is always in phase with pressure. Most pulse tubes operate at $\mathrm{Fo}=\boldsymbol{O}(1)$, which is closer to isothermal wall conditions. Calculations indicate the phase shift between pressure and temperature to be as much as $20^{\circ}$.
6. The calculated particle velocities using the linear anelastic approach were supported by the measured velocities from the flow-visualization experiment for $1.5<\varepsilon \mathrm{Va}<6$, even though this is not strictly within the linear constraint $\varepsilon \mathrm{Va} \ll 1$.

Though this first attempt to verify the theory has proved relatively successful, there is considerable room for further validation and improvement. Possible areas for future study include the following.

1. A numerical solution to the full coupled set of equations. This would yield the leading-order equilibrium temperature $T_{0}$, and allow a better understanding of how mass streaming affects the $T_{0}$ temperature gradient, the trade-offs between enthalpy flow and heat flow, and the ability to optimize pulse tube operation by calculating entropy generation due to temperature gradients.
2. Extending the theory to individual components, such as regenerators, heat exchangers, and inertance tubes; and adding lumped-parameter boundary conditions to model an orifice and reservoir. Once accomplished, a modular approach for constructing a pulse tube engineering model from component level modules would be available.
3. A solution of the equations with different boundary conditions would yield some interesting insights. For example, a solution for the case of a slowly varying tube diameter could be used to reduce streaming losses, since streaming is a function of velocity gradients. Another example would be to relax the no-penetration condition at the tube wall and probe how this might affect
enthalpy and mass streaming; and whether such results could be used to design a "continuous stage" pulse tube. Finally, the isothermal temperature conditions at the tube ends can be re-cast as an oscillating temperature boundary condition to determine how the temperature phasor would be affected. This boundary condition would reflect heat exchanger ineffectiveness.
4. The use of laser-Doppler velocimeters or hot-wire anemometer velocimeters to measure local velocities over the entire domain. This would substantially validate the accuracy of the linearized approach and the limits at which it breaks down.
5. The theory can be extended to other types of oscillating systems in which one is interested in the mean-steady streaming generated by oscillating flows. For example, an expansion of the conservation equations for individual species of multi-component mixtures can be performed to determine species streaming. Its usefulness would be in understanding species separation.

The formulation of the present set of anelastic equations, and the relative success of the strong-temperature solution in predicting mean-steady particle streaming provide a measure of confidence that the present theory can be used to design pulse tubes and to predict their performance.

## APPENDIX A <br> SCALING

The governing fluid equations that describe the flow dynamics of the tube are scaled. A sketch of the system is shown in figure 38. Two problem domains are taken: the gas domain extends from $r^{*}=0$ to $r^{*}=r_{w}^{*}$ and $z^{*}=0$ to $z^{*}=L^{*}$ (starred variables are dimensional quantities); and the tube-wall domain extends from $y^{*}=0$ to $y^{*}=l^{*}$ and from $z^{*}=0$ to $z^{*}=L^{*}$, where $l^{*}$ is the tubewall thickness. Adiabatic conditions exist for the outer wall surface, and continuity of temperature and heat flux must exist between the gas and the tube-wall interface. The velocity boundary conditions are of small amplitude and periodic so that time can be represented using complex notation: at $z^{*}=0, u=\tilde{U}_{0}^{*} e^{i \omega^{*}} ;$ and at $z^{*}=L^{*}, u=\tilde{U}_{L}^{*} e^{i\left(\omega^{*} t^{*}+\phi_{U}^{*}\right)}$ where $\omega^{*}=2 \pi f^{*}$ is the angular frequency and $f^{*}$ is the frequency, $t^{*}$ is the time, $\phi_{U}$ is the velocity phase angle between the tube ends, and $\tilde{U}_{0}^{*}$ and $\tilde{U}_{L}^{*}$ are the velocity amplitudes at each end. The energy boundary conditions at the outer tube wall are adiabatic, with the temperature at $z^{*}=0$ and $z^{*}=L^{*}$ taken as $T^{*}=T_{c}^{*}$ and $T^{*}=T_{h}^{*}$, respectively. We will refer to the $z$-direction as the axial direction, and the $r$-direction as the transverse direction, and use $\chi, \eta=\partial \chi / \partial \eta$ as the notation for partial derivatives.


Figure 38. Two-dimensional axisymmetric system for $r_{w}^{*} / L^{*} \ll 1$.
The fluid equations of Bird et al. (ref. 64) are reduced for our system using the following simplifying assumptions: (1) two-dimensional, axisymmetric cylindrical geometry; (2) ideal gas; (3) constant transport properties; (4) Stokes assumption for the second viscosity; and (5) $r_{w}^{* 2} / L^{* 2} \ll 1$ (implying that $\partial p^{*} / \partial r^{*} \approx 0$ so that the $r$-momentum equation can be decoupled from the rest of the problem and axial viscous transport is negligible). The reduced fluid equations for mass conservation, equation of motion, energy conservation, and equation of state become, respectively,

$$
\begin{gather*}
\rho_{, t^{*}}^{*}+\frac{\left(\rho^{*} v^{*} r^{*}\right)_{, r^{*}}}{r^{*}}+\left(\rho^{*} u^{*}\right)_{, z^{*}}=0  \tag{Al}\\
\rho^{*}\left[u_{, t^{*}}^{*}+v^{*} u_{, r^{*}}^{*}+u^{*} u_{, z^{*}}\right]=-p_{, z^{*}}^{*}+\frac{\mu^{*}}{r^{*}}\left(r^{*} u_{, r^{*}}^{*}\right)_{, r^{*}} \tag{A2}
\end{gather*}
$$

$$
\begin{gather*}
\rho^{*} C_{p}^{*}\left[T_{, t^{*}}^{*}+v^{*} T_{, r^{*}}^{*}+u^{*} T_{, z^{*}}^{*}\right]=-\left(p_{, t^{*}}^{*}+u^{*} p_{, z^{*}}^{*}\right)+\frac{\kappa^{*}}{r^{*}}\left(r_{, r^{*}}^{*}\right)_{, r^{*}}+\kappa^{*} T_{, z^{*} z^{*}}+\mu^{*} u_{, r}^{*}  \tag{A3}\\
p^{*}=\rho^{*} R^{*} T^{*} \tag{A4}
\end{gather*}
$$

The energy conservation equation for the tube-wall domain for $l^{*} \ll r_{w}^{*}$ is

$$
\begin{equation*}
\rho_{w}^{*} C_{p w}^{*} \theta_{, t^{*}}^{*}=k_{w}^{*}\left(\theta_{, y^{*} y^{*}}^{*}+\theta_{, z^{*} z^{*}}^{*}\right) \tag{A5}
\end{equation*}
$$

where $\theta$ is the temperature of the tube wall. The mean-steady (time-averaged) enthalpy flow is of primary interest since it represents refrigeration,

$$
\begin{equation*}
\bar{H}^{*}=2 \pi \omega^{*} \oint_{1 / \omega^{*}}\left(\int_{0}^{r_{w^{*}}^{*}} \rho^{*} u^{*} C_{p}^{*} T^{*} r^{*} d r^{*}\right) d t^{*} \tag{A6}
\end{equation*}
$$

where the overbar represents time-averaged over a cycle. The kinematic velocity components in the $z^{*}$ and $r^{*}$ direction are $u^{*}$ and $v^{*}$; the thermodynamic gas variables $p^{*}, \rho^{*}$, and $T^{*}$ are pressure, density, and temperature; the density of the tube wall material is $\rho_{w^{*}}^{*}$; gas properties, $\mu^{*}, k^{*}$, and $C_{p}^{*}$, are the dynamic viscosity, thermal conductivity, and heat capacity; and the tube-wall properties, $k_{w}^{*}$ and $C_{p w}^{*}$, are the thermal conductivity and heat capacity of the tube wall.

The above dimensional equations are scaled (normalized) resulting in dimensionless variables ranging from 0 to $\boldsymbol{O}(1)$ (order 1). The variables are scaled as follows: $r^{*}$ is scaled with $r_{w}^{*}$, $z^{*}$ is scaled with $L^{*}, y^{*}$ is scaled with the tube-wall thickness $l^{*}$, and $t^{*}$ is scaled with the angular frequency $\omega^{*} ; u^{*}$ is scaled with the axial boundary condition velocity $\tilde{U}_{0}^{*} ; v_{0}^{*}$ is scaled with $\left(\tilde{U}_{0^{*}}^{*} r_{w}^{*} / L^{*}\right)$; and $p^{*}, \rho^{*}$, and $T^{*}$, are scaled with mean pressure $p_{0}^{*}$ and reference density and temperature $\rho_{O}^{*}$ and $T_{O}^{*}$. The transport properties $\mu^{*}, k^{*}, C_{p}^{*}, k_{w}^{*}$ and $C_{p w}^{*}$, and the tube-wall density $\rho_{w}^{*}$ are taken as constant and so they are in themselves the scaling factors. These scaling parameters are substituted into the dimensional equations (A1)-(A6) and rearranged to give the corresponding dimensionless form (unstarred variables are dimensionless) for mass conservation, equation of motion, energy conservation, equation of state, tube-wall energy conservation, and mean-steady enthalpy flow,

$$
\begin{gather*}
\rho_{, t}+\varepsilon\left[\frac{(\rho v r)_{, r}}{r}+(\rho u)_{, z}\right]=0  \tag{A7}\\
\rho\left[u_{, t}+\varepsilon\left(v u_{, r}+u u_{, z}\right)\right]=-\frac{1}{\lambda} p_{, z}+\frac{1}{\mathrm{Va}} \frac{\left(r u_{, r}\right)_{, r}}{r}  \tag{A8}\\
\rho\left[T_{, t}+\varepsilon\left(v T_{, r}+u T_{, z}\right)\right]=\frac{\gamma-1}{\gamma}\left(p_{, t}+\varepsilon u p_{, z}\right)+\frac{1}{\operatorname{Pr} \mathrm{Va}}\left(\frac{\left(r T_{, r}\right)_{, r}}{r}+\frac{r_{u}^{* 2}}{L^{* 2}} T_{, z z}\right)+(\gamma-1) \frac{\mathrm{M}^{2}}{\mathrm{Va}} u_{, r}^{2}  \tag{A9}\\
p=\rho T \tag{A10}
\end{gather*}
$$

$$
\begin{align*}
\theta_{, t} & =\mathrm{Fo}\left(\theta_{, y y}+\frac{l^{-2}}{L^{22}} \theta_{, z z}\right)  \tag{Al1}\\
\bar{H} & =\omega \int_{0}^{1}\left[\oint_{1 / \omega} \rho u T d t\right] d r \tag{A12}
\end{align*}
$$

The mean-steady enthalpy flow of the gas, equation (A12), is scaled by the leading-order oscillating enthalpy flow, $\bar{H}_{0}^{*}=\pi r_{w}^{*} \rho_{0}^{*} C_{p}^{*} U_{0}^{*} T_{I}^{*}$. The above set of equations identifies six dimensionless scaling groups, five of which are independent. Two additional dimensionless groups, $\phi_{U}$ and $\tilde{U}_{L}$, enter through the boundary conditions. The dimensionless groups are listed in table 7 along with their physical interpretations. The relative magnitudes of the groups provide an understanding of the importance of the various effects (friction, heat transfer, compressibility, etc.).

Table 7. Dimensionless scaling groups.

|  | Name | Definition | Length scales | Time scales |
| :--- | :--- | :--- | :--- | :--- |
| $\varepsilon$ | Inverse Strouhal <br> number | $\tilde{U}_{O}^{*} /\left(\omega^{*} L^{*}\right)=d_{o}^{*} / L^{*}$ | Displacement length to <br> tube length | Period of oscillation to <br> residence time |
| $\lambda$ | Acoustic <br> resonance <br> parameter | $\frac{\gamma \mathrm{M}^{2}}{\varepsilon}=\gamma \frac{\tilde{U}_{0}^{*}}{a^{*}} \frac{L^{*} \omega^{*}}{a^{*}}$ | Mach number times ratio <br> of sound wavelength to <br> system length | Mach number times <br> ratio oscillation to <br> resonance frequency |
| Va | Valensi number | $r_{w}^{* 2} \omega^{*} / v^{*}$ | Transverse system length <br> to viscous diffusion length | Viscous diffusion time <br> to oscillation time |
| $\operatorname{Pr}$ | Prandtl number | $v^{*} / \alpha^{*}$ | Viscous to thermal <br> diffusion lengths | Thermal diffusion to <br> viscous diffusion times |
| $\mathrm{M}^{2}$ | Mach number <br> squared | $\tilde{U}_{0}^{* 2} / \gamma R T_{0}^{*}$ | Ratio of velocity <br> amplitude at $z=0$ to speed <br> of sound | Period of oscillation to <br> acoustic time |
| Fo | Fourier number | $\alpha_{w}^{*} /\left(l^{* 2} \omega^{*}\right)$ | Thermal diffusion to tube <br> wall thickness | Oscillation time to <br> thermal diffusion time |

The numbers also represent time ratios. If the residence-time scale is $L^{*} / U_{0}^{*}$ (time in which a particle of velocity $U_{O}^{*}$ travels the length of the tube $L^{*}$ ) then $\varepsilon$ is the ratio of the velocity timescale to the residence time-scale. Va is the ratio of viscous diffusion time-scale to velocity timescale, Pr is the ratio of thermal-to-viscous diffusion time-scales, and M is the ratio of acoustic time-to-residence-time scales.

## APPENDIX B PARTICLE VELOCITY

For a two-dimensional system, the two directional components of the mass flux vector $\rho \mathbf{u}$ can be combined into a single scalar function-the stream function $\psi$-which exactly satisfies the differential equation for mass conservation. For the case of axisymmetric cylindrical geometry, the stream function is defined as $-\psi_{, r}=\rho u r$, and $+\psi_{, z}=\rho v r$ where $r$ and $z$ are the radial and axial directions and $v$ and $u$ are the corresponding directional velocities.

The stream function represents lines of mass flow. For truly steady-state flow, the loci of points where the derivative of the stream function is zero $(d \psi=0)$ represents lines of constant mass flow ( $d \psi=\rho \mathbf{u} d A=d \dot{m}=0$ ) or streamlines. A parametric plot for the condition $d \psi=\rho u r d r=\rho v r d z=0$ over the domain gives the streamlines, with the difference between any two streamlines being numerically equal to the difference in mass flow between those two lines.

Streamlines in the Eulerian reference frame for steady-state flow also represent particle paths. However, for the oscillating flow investigated in the experiments, Eulerian mean-steady streamlines are not equivalent to mean-steady particle paths. The mean-steady particle paths are best represented in the Lagrangian reference frame because-as in the experiments-it is the visual tracking of a distinguishable particle over time. Here we derive the equations for the particle path.

The exercise here is to determine the particle velocity field $\mathbf{u}_{p}(\mathbf{x}, t)$, given the Eulerian velocity field $\bar{U}(\mathbf{x}, t)$. Consider a particle at position $\mathbf{x}$ and time $t$ that initially was at position $\mathbf{x}_{0}$ at time $t=0$. Its velocity is

$$
\begin{equation*}
\mathbf{u}_{p}\left(\mathbf{x}, t ; \mathbf{x}_{0}\right)=\mathbf{u}_{p}\left(\mathbf{x}_{0}+\int_{0}^{t} \mathbf{u}_{p}(\mathbf{x}, \tau) d \tau, t\right) \tag{B1}
\end{equation*}
$$

It is understood that for any given position and time, the velocity of a particle is equal to the Eulerian velocity,

$$
\begin{equation*}
\mathbf{u}_{p}(\mathbf{x}, t)=\mathcal{U}(\mathbf{x}, t) \tag{B2}
\end{equation*}
$$

hence equation (B1) is

$$
\begin{equation*}
\mathbf{u}_{p}\left(\mathbf{x}, t ; \mathbf{x}_{0}\right)=U\left(\mathbf{x}_{0}+\int_{0}^{t} \mathbf{u}_{p}(\mathbf{x}, \tau) d \tau, t\right) \tag{B3}
\end{equation*}
$$

For small particle displacements (small time increments) of $\boldsymbol{O}(\varepsilon)$, equation (B3) can be expanded in a Taylor series, about $\mathbf{x}_{0}$,

$$
\begin{equation*}
\mathrm{u}_{p}\left(\mathrm{x}, t ; \mathrm{x}_{0}\right)=U\left(\mathrm{x}_{0}, t\right)+\varepsilon\left(\int_{0}^{t} \mathrm{u}_{p}(\mathrm{x}, \tau) d \tau \cdot \nabla \mathrm{u}_{p}(\mathrm{x}, t)\right)_{\mathrm{x}_{0}}+\cdots \tag{B4}
\end{equation*}
$$

Now $\mathcal{U}$ and $\mathbf{u}_{p}$ are both expandable in $\varepsilon$,

$$
\begin{gather*}
\mathcal{U}(\mathbf{x}, t)=U_{0}+\varepsilon \mathcal{U}_{l}+O\left(\varepsilon^{2}\right)  \tag{B5}\\
\mathbf{u}_{p}(\mathbf{x}, t)=\mathbf{u}_{p 0}+\varepsilon \mathbf{u}_{p l}+O\left(\varepsilon^{2}\right) \tag{B6}
\end{gather*}
$$

Substituting equations (B5) and (B6) into equation (B4), and equating like orders in $\varepsilon$,

$$
\begin{gather*}
\mathbf{u}_{p 0}\left(\mathbf{x}, t ; \mathbf{x}_{0}\right)=\mathcal{U}_{0}\left(\mathbf{x}_{0}, t\right)  \tag{B7}\\
\mathbf{u}_{p I}\left(\mathbf{x}, t ; \mathbf{x}_{0}\right)=\mathcal{U}_{I}\left(\mathbf{x}_{0}, t\right)+\int_{0}^{t} \mathbf{u}_{p 0}\left(\mathbf{x}_{0}, t\right) d \tau \cdot \nabla \mathbf{u}_{p 0}\left(\mathbf{x}_{0}, t\right) \tag{B8}
\end{gather*}
$$

Recalling the relation of equation (B2), equation (B8) becomes

$$
\begin{equation*}
\mathbf{u}_{p I}\left(\mathbf{x}, t ; \mathbf{x}_{0}\right)=\mathcal{U}_{I}\left(\mathbf{x}_{0}, t\right)+\int_{0}^{t} \mathcal{U}_{0}\left(\mathbf{x}_{0}, t\right) d \tau \cdot \nabla \mathcal{U}_{0}\left(\mathbf{x}_{0}, t\right) \tag{B9}
\end{equation*}
$$

The mean-steady observed velocities of equations (B7) and (B9) can be rewritten in terms of the mean-steady velocity produced by the Reynolds stresses. The applicable relations are $\mathcal{U}_{0}=\mathbf{u}_{0}$ and $\mathcal{U}_{I}=\mathbf{u}_{I}+\frac{\rho_{I} \mathbf{u}_{0}}{\rho_{0}}$ and they are given by equation (76). Using these relations, equations (B7) and (B9) become

$$
\begin{equation*}
\mathbf{u}_{p O}\left(\mathbf{x}, t ; \mathbf{x}_{0}\right)=\mathbf{u}_{0}\left(\mathbf{x}_{0}, t\right) \tag{B10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{u}_{p l}\left(\mathbf{x}, t ; \mathbf{x}_{0}\right)=\left(\mathbf{u}_{l}+\frac{\rho_{l} \mathbf{u}_{0}}{\rho_{0}}\right)_{\mathbf{x}_{0}}+\left(\int_{0}^{t} \mathbf{u}_{0} d \tau \cdot \nabla \mathbf{u}_{0}\right)_{\mathbf{x}_{0}} \tag{B11}
\end{equation*}
$$

Equations (B10) and (B11) are now time-averaged over a cycle to arrive at the particle velocity,

$$
\begin{equation*}
\overline{\mathbf{u}}_{p O}\left(\mathbf{x} ; \mathbf{x}_{0}\right)=\oint \mathbf{u}_{p 0} d t=0 \tag{B12}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathbf{u}}_{p 1}\left(\mathbf{x} ; \mathbf{x}_{0}\right)=\left(\overline{\mathbf{u}}_{l}+\frac{\overline{\rho_{l} \mathbf{u}_{0}}}{\rho_{0}}\right)_{\mathbf{x}_{0}}+\left(\overline{\int_{0}^{t} \mathbf{u}_{0} d \tau \cdot \nabla \mathbf{u}_{0}}\right)_{\mathbf{x}_{0}} \tag{B13}
\end{equation*}
$$

where the overbars represent time-averaged quantities. The quantity $\overline{\mathbf{u}}_{p I}$ is the mean-steady particle velocity. It is composed of the observed mean-steady field velocity $U_{l}=\mathbf{u}_{l}+\frac{\rho_{l} \mathbf{u}_{0}}{\rho_{0}}$ and the quadratic product of the mean-steady velocity produced by the Reynolds stresses as the particle transverses across the $\boldsymbol{O}(\varepsilon)$ streamlines defined by $\overline{\mathcal{U}}_{I}$.

## APPENDIX C ANELASTIC APPROXIMATION

The definition of anelastic flow is somewhat vague and unsettled, possibly because it is so seldom used. In general though, it can be thought of as the "filtering of sound" from the fluid equations (ref. 2); its effect is "to remove acoustic phenomena from theoretical considerations" (ref. 1). Mathematically, it is an approximation of the fluid equations where pressure gradients are ignored in the mass conservation equation, but are retained in the momentum equation. This allows decoupling of the pressure gradient between the two equations and results in density variations owing to bulk pressure changes in time only, ignoring density variations caused by pressure changes in space.

To further illuminate the meaning of anelastic flow, consider once again the problem in which an ideal gas is enclosed in a cylindrical tube. Now take the scaled equation of motion in which there are no body forces given by the conservative form of equation (10):

$$
\begin{equation*}
(\rho \mathbf{u})_{, t}+\varepsilon \nabla \cdot(\rho \mathbf{u u})=-\frac{1}{\lambda} \nabla p-\frac{1}{\mathrm{Va}} \nabla \cdot \tau \tag{Cl}
\end{equation*}
$$

where $\lambda=\frac{\gamma \mathrm{M}^{2}}{\varepsilon}$. Consider ${ }^{1}$ a series expansion for small values of $\varepsilon$,

$$
\begin{array}{ll}
u=u_{0}+\varepsilon u_{l}+O\left(\varepsilon^{2}\right) & p=p_{0}+\varepsilon p_{l}+O\left(\varepsilon^{2}\right)  \tag{C2}\\
v=v_{0}+\varepsilon v_{l}+O\left(\varepsilon^{2}\right) & \rho=\rho_{0}+\varepsilon \rho_{l}+O\left(\varepsilon^{2}\right) \\
& T=T_{0}+\varepsilon T_{l}+O\left(\varepsilon^{2}\right)
\end{array}
$$

Substitute equations (C2) into the equation of motion and collect leading-order terms. For a typical pulse tube, the leading-order pressure term is $\nabla p_{0}=O(\lambda)=O\left(10^{-7}\right)$, a very small number, hence

$$
\begin{equation*}
\nabla p_{0} \approx 0 \tag{C3}
\end{equation*}
$$

Although the leading-order pressure is not spatially dependent, it can still be temporally dependent, $p_{0}=p_{0}(t)$. Now, take the scaled mass conservation equation of equation (9)

$$
\begin{equation*}
0=\frac{1}{\rho} \frac{D \rho}{D t}+\varepsilon \nabla \cdot \mathbf{u} \tag{C4}
\end{equation*}
$$

[^13]where $\frac{D \chi}{D t}=\chi_{, t}+\varepsilon \mathbf{u} \cdot \nabla \chi$. The equation of state for a single-phase, single-component system allows the density to be written in terms of pressure and temperature,
\[

$$
\begin{equation*}
\frac{1}{\rho} \frac{D \rho}{D t}=-\beta \frac{D T}{D t}+\kappa \frac{D p}{D t} \tag{C5}
\end{equation*}
$$

\]

where $\beta=-(1 / \rho)(\partial \rho / \partial T)_{p}$ is the thermal expansion coefficient and $\kappa=\rho(\partial p / \partial \rho)_{T}$ is the bulk modulus. The equation of state is substituted into the mass conservation relation, equation (C4), giving

$$
\begin{equation*}
\varepsilon \nabla \cdot \mathbf{u}=-\beta\left(T_{, t}+\varepsilon \mathbf{u} \cdot \nabla T\right)+\kappa\left(p_{, t}+\varepsilon \mathbf{u} \cdot \nabla p\right) \tag{C6}
\end{equation*}
$$

Substituting the series expansion into equation (C6) and expanding to $\boldsymbol{O}(1)$ with $\beta$ and $\kappa$ constant gives

$$
\begin{equation*}
0=-\beta T_{0, t}+\kappa p_{0, t} \tag{C7}
\end{equation*}
$$

which states that leading-order temperature and pressure are not, in general, time-dependent. This implies that the density is not time-dependent, but it can still be spatially dependent. Equating $\boldsymbol{O}(\varepsilon)$ terms of equation (C6) gives

$$
\begin{equation*}
\nabla \cdot \mathbf{u}_{0}=-\beta\left(T_{1, t}+\mathbf{u}_{0} \cdot \nabla T_{0}\right)+\kappa\left(p_{l, t}+\mathbf{u}_{0} \cdot \nabla p_{0}\right) \tag{C8}
\end{equation*}
$$

or, since $\nabla p_{0} \approx 0$ from equation (C3),

$$
\begin{equation*}
\nabla \cdot \mathbf{u}_{0} \approx-\beta\left(T_{1, t}+\mathbf{u}_{0} \cdot \nabla T_{0}\right)+\kappa p_{1, t} \tag{C9}
\end{equation*}
$$

Equation (C9) shows how the problem becomes anelastic in the limit for $\nabla p_{0} \lll 1$ where pressure gradients do not significantly contribute to the divergence of the velocity. The divergence of the velocity is primarily a result of bulk-pressure and bulk-temperature changes, and advection through temperature gradients. However, $p_{0}$ may still have significant temperature dependence, which will be reflected in the energy equation.

## APPENDIX D TWO-DIMENSIONAL ANELASTIC EXPANSION AND ORDERING

## Expansion Series

Consider the conservation equations for mass, momentum, and energy conservation, and the equation of state for an ideal gas:

$$
\begin{gather*}
0=\rho_{, t}+\varepsilon \nabla \cdot(\rho \mathbf{u})  \tag{D1}\\
\lambda(\rho \mathbf{u})_{, t}+\varepsilon \lambda \nabla \cdot(\rho \mathbf{u u})=-\nabla p-\frac{\lambda}{\mathrm{Va}} \nabla \cdot \tau  \tag{D2}\\
(\rho T)_{, t}+\varepsilon \nabla \cdot(\rho \mathbf{u} T)=\frac{\gamma-1}{\gamma}\left(p_{, t}+\varepsilon \mathbf{u} \cdot \nabla p\right)-\frac{1}{\operatorname{Pr} \mathrm{Va}} \nabla \cdot \mathbf{q}+(\gamma+1) \frac{\mathbf{M}^{2}}{\mathrm{Va}} \tau: \nabla \mathbf{u}  \tag{D3}\\
p=\rho T \tag{D4}
\end{gather*}
$$

where

$$
\begin{equation*}
\lambda \ll \varepsilon \ll 1 \tag{D5}
\end{equation*}
$$

Also take $\mathrm{Va}=\boldsymbol{O}(1), \mathrm{Pr}=\boldsymbol{O}(1)$. Assume an expansion of the variables for pressure, temperature, density, and velocity in terms of the unknown functions $f(\varepsilon, \lambda), g(\varepsilon, \lambda), h(\varepsilon, \lambda)$, and $j(\varepsilon, \lambda)$,

$$
\begin{align*}
& p=p_{0}+f_{l}(\varepsilon, \lambda) p_{1}+f_{2}(\varepsilon, \lambda) p_{2}+\cdots  \tag{D6a}\\
& T=T_{O}+g_{I}(\varepsilon, \lambda) T_{l}+g_{2}(\varepsilon, \lambda) T_{2}+\cdots  \tag{D6b}\\
& \rho=\rho_{O}+h_{l}(\varepsilon, \lambda) \rho_{I}+h_{2}(\varepsilon, \lambda) \rho_{2}+\cdots  \tag{D6c}\\
& \mathrm{u}=\mathrm{u}_{0}+j_{l}(\varepsilon, \lambda) \mathrm{u}_{I}+j_{2}(\varepsilon, \lambda) \mathrm{u}_{2}+\cdots \tag{D6d}
\end{align*}
$$

The task is to determine $f, g, h$, and $j$ so that a consistent set of equations is obtained that will describe the oscillating flow problem. Substitute equations (D6a)-(D6d) into equations (D1), (D2), and (D3) and order. At $\boldsymbol{O}(1)$, mass conservation becomes

$$
\begin{equation*}
\rho_{0, t}=0 \tag{D7}
\end{equation*}
$$

and momentum becomes

$$
\nabla p_{0}=O\left(\varepsilon^{2}\right)
$$

or

$$
\begin{equation*}
\nabla p_{0}=0 \tag{D8}
\end{equation*}
$$

which implies $p_{0, t}=0$ from equation (D7) and the use of the equation of state, (D4). From the energy equation, (D3), we have

$$
\begin{equation*}
T_{0, t}=0 \tag{D9}
\end{equation*}
$$

The leading-order equation of state is thus $p_{0}=\rho_{0}(z) T_{0}(z)$.
At next order, take the energy equation, (D3), and order,

$$
\begin{align*}
& g_{l} \rho_{0} T_{l, t}+h_{I} T_{0} \rho_{l, t}+\varepsilon \nabla \cdot\left(\rho_{0} \mathbf{u}_{0} T_{0}\right) \\
&  \tag{D10}\\
& \quad=\frac{\gamma-1}{\gamma}\left(f_{l} p_{l, t}+\varepsilon \mathbf{u}_{0} \cdot \nabla p_{0}\right)-\frac{g_{l}}{\operatorname{Pr} \mathrm{Va}} \nabla \cdot k \nabla T_{I}+(\gamma+1) \frac{\mathrm{M}^{2}}{\mathrm{Va}} \tau_{0}: \nabla \mathbf{u}_{0}
\end{align*}
$$

Note that $\nabla p_{0}=0$ from equation (D8). Equation (D10) is an order $\varepsilon$ relation by virtue of the advection term. Viscous dissipation is negligible at $\boldsymbol{O}(\varepsilon), \mathrm{M}^{2} \ll \varepsilon$. For equation (D10) to balance, $g_{l}=h_{l}=f_{l}=\varepsilon$ (except for the condition that $0=\nabla \cdot\left(\rho_{0} \mathbf{u}_{0} T_{0}\right)=\nabla \cdot\left(p_{0} \mathbf{u}_{0}\right)=p_{0} \nabla \cdot \mathbf{u}_{0}$ which, in this case, requires that the flow be incompressible, which does not apply to pulse tubes). Equation (D10) becomes

$$
\begin{equation*}
\rho_{0} T_{l, t}+T_{0} \rho_{l, t}+\nabla \cdot\left(\rho_{0} \mathbf{u}_{0} T_{0}\right)=\frac{\gamma-1}{\gamma} p_{l, t}-\frac{1}{\operatorname{Pr} \mathrm{Va}} \nabla \cdot k \nabla T_{l} \tag{D11}
\end{equation*}
$$

which represents a balance between oscillating bulk temperature, pressure, bulk advection, and conduction. The next-order mass conservation is

$$
\begin{equation*}
\rho_{l, t}+\nabla \cdot\left(\rho_{0} \mathbf{u}_{0}\right)=0 \tag{D12}
\end{equation*}
$$

which is consistent with $\boldsymbol{O}(\varepsilon)$. The next-order momentum equation is

$$
\varepsilon \nabla p_{1}=O\left(\varepsilon^{2}\right)
$$

or

$$
\begin{equation*}
\nabla p_{1}=0 \tag{D13}
\end{equation*}
$$

which implies that $p_{1}=p_{1}(t)$. This is consistent with the ordering for energy given in equation (D11). Equations (D11) and (D12) are the leading-order oscillating equations for energy and mass conservation, but we still require the leading-order relation for momentum.

Proceeding, at next order, the energy equation (D3) is

$$
\begin{align*}
& g_{2} \rho_{0} T_{2, t}+h_{2} T_{0} \rho_{l, t}+\varepsilon^{2} T_{l} \rho_{l, t}+\varepsilon \nabla \cdot\left(\varepsilon \mathbf{u}_{0} p_{1}+j_{l} \mathbf{u}_{1} p_{0}\right) \\
& \quad=\frac{\gamma-1}{\gamma} f_{2} p_{2, t}+\frac{\gamma-1}{\gamma} \varepsilon\left(\varepsilon \mathbf{u}_{0} \cdot \nabla p_{1}+j_{l} \mathbf{u}_{1} \cdot \nabla p_{0}\right)-\frac{g_{2}}{\operatorname{Pr} \mathrm{Va}} \nabla \cdot k \nabla T_{2}+(\gamma+1) \frac{\mathrm{M}^{2}}{\mathrm{Va}} \tau: \nabla \mathbf{u} \tag{D14}
\end{align*}
$$

Note that $\nabla p_{0}=0$ and $\nabla p_{1}=0$ from equations (D8) and (D13), respectively. Equation (D14) is an $\boldsymbol{O}\left(\varepsilon^{2}\right)$ relation by virtue of the advection and acceleration terms. As long as $\mathrm{M}^{2} \ll \varepsilon^{2}$, viscous dissipation is negligible. For equation (A14) to balance, $g_{2}=h_{2}=f_{2}=\varepsilon$, and $j_{2}=\varepsilon$. Equation (D14) becomes after time-averaging

$$
\begin{equation*}
\nabla \cdot\left(\mathbf{u}_{0} p_{1}+\mathbf{u}_{1} p_{0}\right)=-\frac{1}{\operatorname{Pr} V a} \nabla \cdot k \nabla T_{2} \tag{D15}
\end{equation*}
$$

which is a conversion of work to heat conduction. The next-order mass conservation is

$$
\begin{equation*}
\rho_{2, t}+\nabla \cdot\left(\rho_{0} \mathbf{u}_{I}+\rho_{I} \mathbf{u}_{0}\right)=0 \tag{D16}
\end{equation*}
$$

which is consistent with $\boldsymbol{O}\left(\varepsilon^{2}\right)$. The next-order momentum equation is

$$
\begin{equation*}
\lambda\left(\rho_{0} \mathbf{u}_{0}\right)_{, t}=-\varepsilon^{2} \nabla p_{2}-\frac{\lambda}{\mathrm{Va}} \nabla \cdot \tau_{0} \tag{D17}
\end{equation*}
$$

which from equation (D5) requires that $\lambda=\boldsymbol{O}\left(\varepsilon^{2}\right)$ if equation (D17) is to balance. Equation (D17) becomes

$$
\begin{equation*}
\left(\rho_{0} \mathbf{u}_{0}\right)_{, t}=-\nabla p_{2}-\frac{1}{\mathrm{Va}} \nabla \cdot \tau_{0} \tag{D18}
\end{equation*}
$$

which implies that $p_{2}=p_{2}(\mathbf{x}, t)$. Hence, momentum is driven by pressure gradients of $\boldsymbol{O}(\boldsymbol{\lambda})$, whereas the lower-order pressure $p_{0}$ represents the mean pressure and $p_{l}(t)$ represents the bulk oscillating pressure. This separation of pressure into time and space functions is the anelastic approach. Equations (D11), (D12), and (D18) are the oscillating equations for energy, mass, and momentum conservation, respectively.

Carrying out the expansion to the next order shows that the next terms are simply of $\boldsymbol{O}\left(\varepsilon^{3}\right)$. The expansion is thus

$$
\begin{gather*}
p=p_{0}+\varepsilon p_{l}(t)+\varepsilon^{2} p_{2}(\mathrm{x}, t)+\varepsilon^{3} p_{3}(\mathrm{x}, t)+\cdots  \tag{D19a}\\
T=T_{0}(\mathrm{x})+\varepsilon T_{l}(\mathrm{x}, t)+\varepsilon^{2} T_{2}(\mathrm{x}, t)+\varepsilon^{3} T_{3}(\mathrm{x}, t)+\cdots  \tag{D19b}\\
\rho=\rho_{0}(\mathrm{x})+\varepsilon \rho_{l}(\mathrm{x}, t)+\varepsilon^{2} \rho_{2}(\mathrm{x}, t)+\varepsilon^{3} \rho_{3}(\mathrm{x}, t)+\cdots  \tag{D19c}\\
\mathrm{u}=\mathrm{u}_{0}(\mathrm{x}, t)+\varepsilon \mathrm{u}_{l}(\mathrm{x}, t)+\varepsilon^{2} \mathrm{u}_{2}(\mathrm{x}, t)+\varepsilon^{3} \mathrm{u}_{3}(\mathrm{x}, t)+\cdots \tag{D19d}
\end{gather*}
$$

Equations (D19a)-(D19d) are series expansion in $\varepsilon$. This would seem to be physically correct, because $\varepsilon$ is a displacement length of the gas at the tube ends. One would reasonably expect that an oscillating displacement at the tube ends of order $\varepsilon$ would result in oscillating-pressure, temperature, and density changes of order $\varepsilon$. However, the pressure gradient that drives the oscillating velocity can be much less than the speed of sound and much less than the resonance frequency of the system; hence, the pressure gradient is of higher order and an anelastic approximation is applicable.

Equations (D19) apply for the specific case of $\lambda=\boldsymbol{O}\left(\varepsilon^{2}\right)$. In general, however, $\lambda$ can be of higher order, that is, $\lambda=O\left(\varepsilon^{3}\right), \lambda=O\left(\varepsilon^{4}\right), \lambda=O\left(\varepsilon^{5}\right)$, etc. To represent these more general cases, the pressure is written as

$$
\begin{equation*}
p=p_{0}+\varepsilon p_{I}(t)+\lambda p_{2}(\mathrm{x}, t)+\varepsilon \lambda p_{3}(\mathrm{x}, t)+\cdots \tag{D20}
\end{equation*}
$$

where $\lambda \ll \varepsilon \ll 1$.

## Zeroth-Order Equations

From mass conservation, the leading-order density is not a function of time:

$$
\begin{equation*}
\rho_{0, t}=0 \tag{D21}
\end{equation*}
$$

From the zeroth-order momentum equation, pressure is not a function of space:

$$
\begin{equation*}
p_{0, z}=0 \tag{D22}
\end{equation*}
$$

Integrating the energy equation over the total system volume and using the divergence theorem, the leading-order pressure is found not to be a function of time since the temperature boundary conditions are steady and there is no accumulation of energy within the system:

$$
\begin{equation*}
p_{0, t}=\frac{\gamma}{\mathcal{V}} \frac{1}{\operatorname{Pr~Va}} \int_{S} \mathbf{n} \cdot T_{0, r} d S=0 \tag{D23}
\end{equation*}
$$

The above condition, $p_{0, t}=0$, combined with the previous condition, $p_{0, z}=0$, requires that $p_{0}=$ constant. The energy equation becomes

$$
\begin{equation*}
0=\frac{1}{\operatorname{Pr} \mathrm{Va}} \frac{\left(r T_{0, r}\right)_{, r}}{r} \tag{D24}
\end{equation*}
$$

This is coupled to the zeroth-order energy equation for the tube wall

$$
\begin{equation*}
0=\operatorname{Fo} \theta_{0, y y} \tag{D25}
\end{equation*}
$$

through the appropriate ordering $\mathrm{Fo}=\boldsymbol{O}\left(\frac{1}{\operatorname{Pr} \mathrm{Va}}\right)$. This ordering condition requires that $\frac{i^{* 2}}{r_{w}^{* 2}}=\boldsymbol{O}\left(\frac{\alpha_{w}^{*}}{\alpha_{g}^{*}}\right) \ll 1$, allowing the tube wall to be approximated as a thin flat plate with the use of rectangular coordinates in equation (D25).

The boundary conditions for equations (D24) and (D25) are at $r=0, T_{0, r}=0$; at $y=1$, $\theta_{0, y}=0$; and at the interface between the gas and the tube wall, the temperature and heat fluxes are continuous. These conditions require that $T_{0}$ be independent of $r$. Finally, pressure, temperature, and density are related through the equation of state,

$$
\begin{equation*}
p_{0}=p_{0}(z) T_{0}(z)=\text { constant } \tag{D26}
\end{equation*}
$$

## First-Order Equations

The next-order momentum equation is

$$
\begin{equation*}
0=\frac{\varepsilon}{\lambda} p_{I, z} \tag{D27}
\end{equation*}
$$

which implies that $p_{1, z} \approx 0$ and hence,

$$
\begin{equation*}
p_{l}=p_{l}(t) \tag{D28}
\end{equation*}
$$

The next-order mass conservation and equation of state are

$$
\begin{gather*}
\rho_{l, t}+\nabla \cdot\left(\rho_{0} \mathbf{u}_{0}\right)=0  \tag{D29}\\
p_{l}=\rho_{0} T_{l}+\rho_{l} T_{0} \tag{D30}
\end{gather*}
$$

The first-order energy equation for the gas is

$$
\begin{equation*}
\frac{p_{l}^{\prime}}{\gamma}+\nabla \cdot\left(p_{0} \mathbf{u}_{0}\right)=\frac{1}{\operatorname{Pr} \mathrm{Va}} \frac{\left(r T_{l, r}\right)_{, r}}{r} \tag{D31}
\end{equation*}
$$

This is coupled to the first-order energy equation for the tube wall,

$$
\begin{equation*}
\theta_{l, t}=\operatorname{Fo} \theta_{l, y y} \tag{D32}
\end{equation*}
$$

The next-order momentum equation is

$$
\begin{equation*}
\left(\rho_{0} u_{0}\right)_{, t}=-p_{2, z}+\frac{1}{\mathrm{Va}} \frac{\left(r u_{0, r}\right)_{, r}}{r} \tag{D33}
\end{equation*}
$$

An additional relation is needed to find $p_{l}(t)$. This relation is obtained from the volume integral of the energy equation

$$
\begin{equation*}
p_{l}^{\prime}=\frac{\gamma}{V}\left(\frac{1}{\operatorname{Pr} \operatorname{Va}} \int_{S} \mathbf{n} \cdot T_{l, r} d S-\int_{S} \mathbf{n} \cdot p_{0} u_{0} d S\right) \tag{D34}
\end{equation*}
$$

which states that the periodic nature of $p_{I}(t)$ results from the forced oscillations from the tube ends and periodic radial heat conduction at the tube walls.

## APPENDIX E <br> REDUCING THE FIRST-ORDER EQUATIONS USING COMPLEX EMBEDDING

Take the nonconservative form of the energy equation in terms of enthalpy

$$
\begin{equation*}
0=\frac{1}{\operatorname{Pr} \mathrm{Va}} \frac{\left(r T_{l, r}\right)_{, r}}{r}-\rho_{0} T_{l, t}+\frac{\gamma-1}{\gamma} p_{l, t}-\rho_{0} \mathbf{u}_{0} \cdot \nabla_{a} T_{0} \tag{E1}
\end{equation*}
$$

Expand $\mathbf{u}_{0} \cdot \nabla_{a} T_{0}$ where $\mathbf{u}_{0} \cdot \nabla_{a}=v_{0} \frac{\partial}{\partial r}+u_{0} \frac{\partial}{\partial z}$ and $T_{0, r}=0$

$$
\begin{equation*}
0=\frac{1}{\operatorname{Pr} \operatorname{Va}} \frac{\left(r T_{l, r}\right)_{, r}}{r}-\rho_{0} T_{l, t}+\frac{\gamma-1}{\gamma} p_{l, t}-\rho_{0} u_{0} T_{0}^{\prime} \tag{E2}
\end{equation*}
$$

Equation (a) in table 4 gives the explicit $r$-dependence of $u_{0}(r, z, t)$ as

$$
\begin{equation*}
u_{0}(r, z, t)=\hat{u}_{0}(r, z) e^{i t}=i \frac{\hat{p}_{2}^{\prime}(z)}{\rho_{0}(z)}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})\right] e^{i t} \tag{E3}
\end{equation*}
$$

Here complex embedding is used to separate out the time dependence, $\chi=\mathfrak{R}\left[\hat{\chi}(\mathbf{x}) e^{i t}\right]$, where $\chi$ represents the real part of the complex function $\hat{\chi}(\mathbf{x}) e^{i t}$. In general, $\hat{\chi}(\mathbf{x})$ is spatially dependent and is itself complex. Substituting equation (E3) into (E2) and eliminating the time-dependence results in

$$
\begin{equation*}
0=\frac{1}{\operatorname{Pr~Va}} \frac{\left(r \hat{T}_{l, r}\right)_{, r}}{r}-i \rho_{0} \hat{T}_{I}+i \frac{\gamma-1}{\gamma} \hat{p}_{I}-i T_{0}^{\prime} \hat{p}_{2}^{\prime}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})\right] \tag{E4}
\end{equation*}
$$

This can be solved in terms of $r$ using the boundary conditions at $r=0, \hat{T}_{l, r}=0$, and at $r=1$, $\hat{T}_{I}=\tilde{T}_{w} e^{i \phi_{T}}$, where $\tilde{T}_{w}$ is the temperature amplitude and $\phi_{T}$ is the temperature phase angle at the interface between the gas and the tube wall. Using the equation of state, $1=\rho_{0}(z) T_{0}(z)$, equation (E4) becomes

$$
\begin{align*}
\hat{T}_{l}= & \frac{\gamma-1}{\gamma} \hat{p}_{1} T_{0}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{PrVa}})\right]+\tilde{T}_{w} e^{i \phi_{T}} \zeta_{0}(r, z ; \sqrt{\mathrm{PrVa}}) \\
& -T_{0} T_{0}^{\prime} \hat{p}_{2}^{\prime}\left\{\left[1-\zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})\right]-\left(\frac{\operatorname{Pr}}{\operatorname{Pr}-1}\right)\left[\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})-\zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})\right]\right\} \tag{E5}
\end{align*}
$$

The quantities $\tilde{T}_{w}$ and $\phi_{T}$ are determined by solving the equation for the tube wall,

$$
\begin{equation*}
\hat{\theta}_{l}=\operatorname{Fo} \hat{\theta}_{l, y y} \tag{E6}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
\hat{\theta}_{l}=\tilde{T}_{w} e^{i \phi_{T}}\left[e^{i \chi y}-e^{i \chi}\left(\frac{i \sin \chi y}{\cos \chi}\right)\right] \tag{E7}
\end{equation*}
$$

where $\chi=\sqrt{\frac{-i}{\text { Fo }}}$.
We now know $\hat{T}_{1}$ in terms of the unknown pressure $\hat{p}_{2}(z)$, the unknown oscillating bulk pressure amplitude $\hat{p}_{1}$, the zeroth-order temperature $T_{0}$, the interface temperature amplitude $\tilde{T}_{w}$, and the temperature phase angle, $\phi_{T}$. Now substitute $\hat{T}_{l}$ into the first-order equation of state (eq. (h) in table 3) and use the zeroth-order equation of state to obtain $\hat{\rho}_{I}$ in terms of $\hat{p}_{2}(z)$.

$$
\begin{gather*}
\hat{\rho}_{I}=\frac{\hat{p}_{I}}{T_{0}}-\frac{\rho_{0} \hat{T}_{I}}{T_{0}}  \tag{E8}\\
\hat{\rho}_{I}=  \tag{E9}\\
\frac{\hat{p}_{I}}{T_{0}}-\frac{\rho_{0}}{T_{0}} \tilde{T}_{w} e^{i \phi_{T}} \zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})-\frac{\gamma-1}{\gamma} \frac{\hat{p}_{l}}{T_{0}}\left[1-\zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})\right] \\
+\frac{T_{0}^{\prime}}{T_{0}} \hat{p}_{2}^{\prime}\left\{\left[1-\zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})\right]-\left(\frac{\operatorname{Pr}}{\operatorname{Pr}-1}\right)\left[\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})-\zeta_{0}(r, z ; \sqrt{\operatorname{PrVa}})\right]\right\}
\end{gather*}
$$

From the first-order mass conservation equation

$$
\begin{equation*}
\frac{\left(\rho_{0} \hat{v}_{0} r\right)_{, r}}{r}=-\left(\rho_{0} \hat{u}_{0}\right)_{, z}+i \hat{\rho}_{I} \tag{E10}
\end{equation*}
$$

substitute for $\hat{\rho}_{I}$ and $\hat{u}_{0}$

$$
\begin{align*}
\frac{\left(\rho_{0} \hat{v}_{0} r\right)_{, r}}{r}= & -i\left(\hat{p}_{2}^{\prime \prime}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})\right]\right. \\
& +\left(\ln T_{0}\right)^{\prime} \hat{p}_{2}^{\prime}\left[\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{PrVa}})\right]-\left(\frac{\operatorname{Pr}}{\mathrm{Pr}-1}\right)\left[\zeta_{0}(r, z ; \sqrt{\mathrm{Va}})-\zeta_{0}(r, z ; \sqrt{\mathrm{PrVa}})\right]\right\}  \tag{E11}\\
& \left.+\frac{\hat{p}_{l}}{T_{0}}-\frac{\gamma-1}{\gamma} \frac{\hat{p}_{l}}{T_{0}}\left[1-\zeta_{0}(r, z ; \sqrt{\mathrm{PrVa}})\right]-\frac{\rho_{0}}{T_{0}} \tilde{T}_{w} e^{i \phi_{T}} \zeta_{0}(r, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})\right)
\end{align*}
$$

Integrating equation (E11), and using the boundary condition $v=0$ at $r=0$, results in the unknown constant being zero and a relation for $\hat{v}_{0}$ in terms of $r$,

$$
\begin{align*}
\hat{v}_{O}= & i\left(m_{I}(r, z ; \sqrt{\mathrm{Va}}) T_{0} \hat{p}_{2}^{\prime \prime}\right. \\
& +\left\{m_{l}(r, z ; \sqrt{\operatorname{PrVa}})-\left(\frac{\operatorname{Pr}}{\operatorname{Pr}-1}\right)\left[m_{3}(r, z ; \sqrt{\mathrm{Va}})-m_{3}(r, z ; \sqrt{\operatorname{PrVa}})\right]\right\} T_{0}\left(\ln T_{0}\right)^{\prime} \hat{p}_{2}^{\prime}  \tag{E12}\\
& \left.+m_{2}(r, z ; \sqrt{\operatorname{PrVa}}) p_{l}+m_{3}(r, z ; \sqrt{\operatorname{PrVa}}) \frac{\tilde{T}_{w}}{T_{0}} e^{i \phi_{T}}\right)
\end{align*}
$$

where

$$
\begin{gather*}
m_{I}(r, z ; \sigma)=-\left[\frac{r}{2}-m_{3}(r, z ; \sigma)\right]  \tag{E13}\\
m_{2}(r, z ; \sqrt{\operatorname{PrVa}})=-\left[\frac{r}{2 \gamma}+\frac{\gamma-1}{\gamma} m_{3}(r, z ; \sqrt{\mathrm{PrVa}})\right]  \tag{E14}\\
m_{3}(r, z ; \sigma)=\frac{\zeta_{I}(r, z ; \sigma)}{\sigma \sqrt{-i \rho_{0}(z)}} \tag{E15}
\end{gather*}
$$

The no-penetration condition $v_{0}=0$ at $r=1$ is used to obtain a second-order ordinary differential equation for $\hat{p}_{2}(z)$ in terms of the unknown bulk pressure amplitude $\hat{p}_{1}$,

$$
\begin{align*}
0= & \hat{p}_{2}^{\prime \prime}+\left\{\frac{m_{l}(1, z ;)}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}-\frac{\operatorname{Pr}}{\operatorname{Pr}-1}\left[\frac{m_{3}(1, z ; \sqrt{\mathrm{Va}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}-\frac{m_{3}(1, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})}\right]\right\}\left(\ln T_{0}\right)^{\prime} \hat{p}_{2}^{\prime}  \tag{E16}\\
& +\frac{m_{2}(1, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{l}(1, z ; \sqrt{\mathrm{Va}})} \frac{\hat{p}_{l}}{T_{0}}+\frac{m_{3}(1, z ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{I}(1, z ; \sqrt{\mathrm{Va}})} \frac{\tilde{T}_{w}}{T_{0}^{2}} e^{i \phi_{T}}
\end{align*}
$$

This is the pressure equation to be solved for $\hat{p}_{2}(z)$ with unknowns $T_{0}(z)$, and $\hat{p}_{I}$.

## APPENDIX F

SOLUTION FOR THE THERMALLY STRONG CASE, $\nabla T_{0}=0$

## Leading-Order Results

## Oscillating First-Order Solutions

For $\nabla T_{0}=0$, we have $p_{0}=T_{0}=\rho_{0}=1$ and so the pressure equation given by equation (e) in table 4 reduces to

$$
\begin{equation*}
0=\hat{p}_{2}^{\prime \prime}+\frac{m_{2}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{l}(1 ; \sqrt{\mathrm{Va}})} \hat{p}_{I}+\frac{m_{3}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{I}(1 ; \sqrt{\mathrm{Va}})} \tilde{T}_{w} e^{i \phi_{T}} \tag{F1}
\end{equation*}
$$

The general solution is

$$
\begin{equation*}
\hat{p}_{2}=-\left[\frac{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}{m_{l}(1 ; \sqrt{\mathrm{Va}})} \hat{p}_{1}+\frac{m_{3}(1 ; \sqrt{\mathrm{PrVa}})}{m_{1}(1 ; \sqrt{\mathrm{Va}})} \tilde{T}_{w} e^{i \phi_{T}}\right] \frac{z^{2}}{2}+C_{1} z+C_{2} \tag{F2}
\end{equation*}
$$

This is substituted into the axial velocity relation given by equation (a) in table 4 to find $u_{0}$

$$
\begin{equation*}
\hat{u}_{0}=-i\left\{C_{1}+\left[\frac{m_{2}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{I}(1 ; \sqrt{\mathrm{Va}})} \hat{p}_{I}+\frac{m_{3}(1 ; \sqrt{\mathrm{PrVa}})}{m_{I}(1 ; \sqrt{\mathrm{Va}})} \tilde{T}_{w} e^{i \phi_{T}}\right] z\right\}\left[1-\zeta_{0}(r ; \sqrt{\mathrm{Va}})\right] \tag{F3}
\end{equation*}
$$

The boundary conditions on axial velocity

$$
\begin{gather*}
\text { at } r=0, z=0, \hat{u}_{0}=1  \tag{F4}\\
\text { at } r=0, z=1, \hat{u}_{0}=\hat{U}_{L} e^{i t}=\tilde{U}_{L} e^{i\left(\phi_{U}+t\right)} \tag{F5}
\end{gather*}
$$

are used to determine the unknown constants $C_{1}$ and $\hat{p}_{1}$,

$$
\begin{gather*}
C_{1}=-\frac{i}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}  \tag{F6}\\
\hat{p}_{I}=-i \frac{1-\tilde{U}_{L} e^{i \phi_{U}}}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})} \frac{m_{l}(1 ; \sqrt{\mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}-\frac{m_{3}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})} \tilde{T}_{w} e^{i \phi_{T}} \tag{F7}
\end{gather*}
$$

Substitution and simplification gives a simple relation for $u_{0}$,

$$
\begin{equation*}
\hat{u}_{O}=\left[1-\left(1-\tilde{U}_{L} e^{i \phi_{U}}\right) z\right]\left\{\frac{1-\zeta_{0}(r ; \sqrt{\mathrm{Va}})}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}\right\} \tag{F8}
\end{equation*}
$$

which is linear in $z$ as would be expected in the anelastic limit. After substituting for $\hat{p}_{1}$ in the temperature equation given by equation (b) in table 4 , and recalling $T_{0}^{\prime}=0$, the temperature becomes

$$
\begin{align*}
\hat{T}_{l}= & -i \frac{\gamma-1}{\gamma} \frac{m_{l}(1 ; \sqrt{\mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}\left\{\frac{1-\zeta_{0}(r ; \sqrt{\mathrm{PrVa}})}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}\right\}\left(1-\tilde{U}_{L} e^{i \phi_{U}}\right)  \tag{F9}\\
& +\left(\zeta_{0}(r ; \sqrt{\mathrm{Pr} \mathrm{Va}})-\frac{\gamma-1}{\gamma} \frac{m_{3}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})}\left[1-\zeta_{0}(r ; \sqrt{\operatorname{PrVa}})\right]\right) \tilde{T}_{w} e^{i \phi_{T}}
\end{align*}
$$

and for the radial velocity given by equation (d) in table 4,

$$
\begin{align*}
\hat{v}_{0}= & \frac{m_{l}(1 ; \sqrt{\mathrm{Va}})}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})}\left\{\frac{m_{2}(r ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}-\frac{m_{l}(r ; \sqrt{\mathrm{Va}})}{m_{l}(1 ; \sqrt{\mathrm{Va}})}\right\}\left(1-\tilde{U}_{L} e^{i \phi_{U}}\right)  \tag{F10}\\
& -i m_{3}(1 ; \sqrt{\mathrm{PrVa}})\left\{\frac{m_{2}(r ; \sqrt{\mathrm{PrVa}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})}-\frac{m_{3}(r ; \sqrt{\mathrm{Pr} \mathrm{Va}})}{m_{3}(1 ; \sqrt{\mathrm{PrVa}})}\right\} \tilde{T}_{w} e^{i \phi_{T}}
\end{align*}
$$

$\hat{\mathrm{N}} \mathrm{u}$ Independence on $\hat{T}_{w}$ and $\hat{U}_{L}$
Here we show that $\hat{\mathrm{N} u}$ is independent of both $\hat{T}_{w}$ and $\hat{U}_{L}$. Consider the definition of $\hat{\mathrm{N} u}$

$$
\begin{equation*}
\hat{\mathrm{N}} \mathbf{u}=\frac{\left.\hat{q}_{w}\right|_{r=1}}{\left.\hat{T}_{l}\right|_{r=1}-2 \int_{0}^{1} r \hat{T}_{l} d r} \tag{F11}
\end{equation*}
$$

where $\hat{q}_{w}=-\hat{T}_{l, r}$, hence

$$
\begin{equation*}
\hat{\mathrm{N}} \mathrm{u}=\frac{-\left.\hat{T}_{l, r}\right|_{r=1}}{\left.\hat{T}_{l}\right|_{r=1}-2 \int_{0}^{1} r \hat{T}_{l} d r} \tag{F12}
\end{equation*}
$$

From equation (c) in table $5, \hat{T}_{1}$ is of the form

$$
\begin{equation*}
\hat{T}_{l}=f_{l}+f_{2} \hat{T}_{w} \tag{F13}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{1}=f_{l}(r)=-A+A \zeta_{0}(r ; \sqrt{\operatorname{PrVa}}) \text { and } f_{2}=f_{2}(r)=-B+(1+B) \zeta_{0}(r ; \sqrt{\operatorname{PrVa}}) \tag{F14}
\end{equation*}
$$

with

$$
\begin{equation*}
A=i \frac{\gamma-1}{\gamma} \frac{m_{l}(1 ; \sqrt{\mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})} \frac{1-\hat{U}_{L} e^{i \phi_{U}}}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})} \quad \text { and } \quad B=\frac{\gamma-1}{\gamma} \frac{m_{3}(1 ; \sqrt{\mathrm{PrVa}})}{m_{2}(1 ; \sqrt{\mathrm{PrVa}})} \tag{F15}
\end{equation*}
$$

From equation (F13), the derivative and integral are

$$
\begin{equation*}
\left.\hat{T}_{l, r}\right|_{r=1}=f_{I}^{\prime}+f_{2}^{\prime} \hat{T}_{w} \text { and } 2 \int_{0}^{1} r \hat{T}_{I} d r=f_{I}^{\circ}+f_{2}^{\circ} \hat{T}_{w} \tag{F16}
\end{equation*}
$$

where the superscript ' $o$ ' indicates the definite integral from $r=0$ to $r=1$. Equation (F12) becomes

$$
\begin{equation*}
\hat{\mathrm{N}} \mathrm{u}=\frac{-f_{l}^{\prime}-f_{2}^{\prime} \hat{T}_{w}}{\hat{T}_{w}-f_{l}^{\circ}-f_{2}^{\circ} \hat{T}_{w}}=\frac{-f_{l}^{\prime}-f_{2}^{\prime} \hat{T}_{w}}{\left(1-f_{2}^{\circ}\right) \hat{T}_{w}-f_{l}^{\circ}} \tag{F17}
\end{equation*}
$$

Taking the derivative of equation (F17) with respect to $\hat{T}_{w}$, we obtain

$$
\begin{equation*}
\hat{\mathrm{N}}_{, \hat{T}_{w}}=\frac{\left(\hat{T}_{w}-f_{I}^{\circ}-f_{2}^{\circ} \hat{T}_{w}\right)\left(-f_{2}^{\prime}\right)+\left(f_{1}^{\prime}+f_{2}^{\prime} \hat{T}_{w}\right)\left(1-f_{2}^{\circ}\right)}{\left(\hat{T}_{w}-f_{I}^{\circ}-f_{2}^{\circ} \hat{T}_{w}\right)^{2}} \tag{F18}
\end{equation*}
$$

and after simplifying this becomes

$$
\begin{equation*}
\hat{\mathrm{Nu}}_{, \hat{r}_{w}}=\frac{f_{I}^{\circ} f_{2}^{\prime}+f_{I}^{\prime}\left(1-f_{2}^{\circ}\right)}{\left(\hat{T}_{w}-f_{I}^{\circ}-f_{2}^{\circ} \hat{T}_{w}\right)^{2}} \tag{F19}
\end{equation*}
$$

Taking equation (F14), we obtain for $f_{I}^{\prime}$ and $f_{I}^{\circ}$

$$
\begin{equation*}
f_{I}^{\prime}=-A \sqrt{\operatorname{PrVa}} \zeta_{I}(1 ; \sqrt{\mathrm{PrVa}}) \quad \text { and } \quad f_{I}^{\circ}=-A+2 A \frac{\zeta_{I}(1 ; \sqrt{\mathrm{PrVa}})}{\sqrt{\mathrm{PrVa}}} \tag{F20}
\end{equation*}
$$

and for $f_{2}^{\prime}$ and $f_{2}^{\circ}$

$$
\begin{equation*}
f_{2}^{\prime}(r)=-(1+B) \sqrt{\operatorname{PrVa}} \zeta_{1}(r ; \sqrt{\operatorname{PrVa}}) \quad \text { and } \quad f_{2}^{\circ}=-B+2(1+B) \frac{\zeta_{1}(1 ; \sqrt{\operatorname{PrVa}})}{\sqrt{\operatorname{PrVa}}} \tag{F21}
\end{equation*}
$$

Substituting equations (F20) and (F21) into equation (F16) and then evaluating the numerator of equation (F12) results in

$$
\begin{equation*}
\hat{\mathrm{N}} \mathrm{u}_{\hat{T}_{w}}=0 \tag{F22}
\end{equation*}
$$

showing that $\hat{\mathrm{N} u}$ is independent of $\hat{T}_{w}$. Similarly, it can be shown that $\hat{\mathrm{N} u}$ is independent of $\hat{U}_{L}$. Take $f_{l}$ to be of the form

$$
\begin{equation*}
f_{l}=g_{l}\left(1-\hat{U}_{L}\right) \tag{F23}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{l}=a\left(-1+\zeta_{0}(r ; \sqrt{\mathrm{PrVa}})\right) \text { and } \quad a=i \frac{\gamma-1}{\gamma} \frac{m_{l}(1 ; \sqrt{\mathrm{Va}})}{m_{2}(1 ; \sqrt{\mathrm{Pr} \mathrm{Va}})} \frac{1}{1-\zeta_{0}(0 ; \sqrt{\mathrm{Va}})} \tag{F24}
\end{equation*}
$$

Substitute equation (F24) into (F23) and substitute the result into equation (F17)

$$
\begin{equation*}
\hat{\mathrm{N}} \mathrm{u}=\frac{-g_{l}^{\prime}\left(1-\hat{U}_{L}\right)-f_{2}^{\prime} \hat{T}_{w}}{\hat{T}_{w}-g_{l}^{\circ}\left(1-\hat{U}_{L}\right)-f_{2}^{\circ} \hat{T}_{w}} \tag{F25}
\end{equation*}
$$

Now differentiate equation (F25) to give

$$
\begin{equation*}
\hat{\mathrm{N}}_{, \hat{U}_{L}}=\frac{\left(\hat{T}_{w}-g_{l}^{\circ}\left(1-\hat{U}_{L}\right)-f_{2}^{\circ} \hat{T}_{w}\right) g_{l}+\left(g_{l}^{\prime}\left(1-\hat{U}_{L}\right)+f_{2}^{\prime} \hat{T}_{w}\right) g_{l}^{\circ}}{\left(\hat{T}_{w}-g_{l}^{\circ}\left(1-\hat{U}_{L}\right)-f_{2}^{\circ} \hat{T}_{w}\right)^{2}} \tag{F26}
\end{equation*}
$$

and simplify the result as

$$
\begin{equation*}
\hat{\mathrm{Nu}}_{, \hat{U}_{L}}=\frac{g_{l}^{\prime} \hat{T}_{w}-f_{2}^{\circ} g_{l}^{\prime} \hat{T}_{w}+f_{2}^{\prime} g_{l}^{\circ} \hat{T}_{w}}{\left(\hat{T}_{w}-g_{l}^{\circ}\left(1-\hat{U}_{L}\right)-f_{2}^{\circ} \hat{T}_{w}\right)^{2}} \tag{F27}
\end{equation*}
$$

For $\hat{\mathrm{Nu}}$ to be independent of $\hat{T}_{w}$, the numerator must be equal to zero,

$$
\begin{equation*}
0=g_{1}^{\prime}\left(1-f_{2}^{\circ}\right)+f_{2}^{\prime} g_{1}^{\circ} \tag{F28}
\end{equation*}
$$

Substituting for $f_{2}^{\prime}$ and $f_{2}^{\circ}$ of equations (F21), equation (F28) becomes

$$
\begin{equation*}
g_{1}^{\prime}\left(-B+2(1+B) \frac{\zeta_{1}(1 ; \sqrt{\mathrm{PrVa}})}{\sqrt{\mathrm{PrVa}}}-1\right)=-(1+B) \sqrt{\mathrm{PrVa}} \zeta_{1}(r ; \sqrt{\mathrm{PrVa}}) g_{1}^{\circ} \tag{F29}
\end{equation*}
$$

or after rearranging

$$
\begin{equation*}
g_{l}^{\prime}(1+B)\left(\frac{\zeta_{1}(1 ; \sqrt{\mathrm{PrVa}})}{\sqrt{\mathrm{PrVa}}}-1\right)=-(1+B) \sqrt{\mathrm{PrVa}} \zeta_{1}(r ; \sqrt{\mathrm{PrVa}}) g_{1}^{\circ} \tag{F30}
\end{equation*}
$$

Now from equations (F24)

$$
\begin{equation*}
g_{1}^{\prime}=-a \sqrt{\mathrm{PrVa}} \zeta_{I}(r ; \sqrt{\mathrm{PrVa}}) \text { and } g_{1}^{\circ}=-a+\frac{a \zeta_{1}(r ; \sqrt{\mathrm{PrVa}})}{\sqrt{\mathrm{PrVa}}} \tag{F31}
\end{equation*}
$$

Substituting equations (F31) into equation (F30) gives

$$
\begin{align*}
-a \sqrt{\mathrm{PrVa}} \zeta_{1}(r ; \sqrt{\mathrm{PrVa}})(1 & +B)\left(\frac{\zeta_{1}(1 ; \sqrt{\mathrm{PrVa}})}{\sqrt{\mathrm{PrVa}}}-1\right) \\
& =-(1+B) \sqrt{\operatorname{PrVa}} \zeta_{1}(r ; \sqrt{\mathrm{PrVa}})\left(-a+\frac{a \zeta_{1}(r ; \sqrt{\mathrm{PrVa}})}{\sqrt{\mathrm{PrVa}}}\right) \tag{F32}
\end{align*}
$$

which reduces to an identity.

## Mean-Steady Solutions

Eulerian Mean -Steady Velocity Vector, $\bar{U}_{l}$
The mean-steady velocity components produced by the Reynolds stresses are determined by equations (46) and (47). Recalling that $\rho_{0}=1$, they are respectively,

$$
\begin{gather*}
\frac{\left(\overline{v_{0} u_{0}}\right)_{, r}}{r}+\left(\overline{u_{0} u_{0}}\right)_{, z}=-\bar{p}_{3, z}+\frac{1}{\mathrm{Va}} \frac{\left(r \bar{u}_{l, r}\right)_{, r}}{r}  \tag{F33}\\
0=\int_{0}^{1}\left(\overline{u_{l}}+\overline{\rho_{I} u_{0}}\right) r d r \tag{F34}
\end{gather*}
$$

The associated boundary conditions are $\bar{u}_{l, r}=0$ at $r=0$ (symmetry) and $\bar{u}_{l}=0$ at $r=1$ (no slip). Equations (F33) and (F34) and boundary conditions are used to solve for $\bar{u}_{l}$ and $\bar{p}_{3, z}$. The meansteady quadratic components are determined by recalling that for $\chi_{1}=\mathfrak{N}\left[\hat{\chi}_{1} e^{i t}\right]$ and $\chi_{2}=\Re\left[\hat{\chi}_{2} e^{i t}\right]$

$$
\begin{gather*}
\overline{\chi_{1}^{2}}=\frac{1}{2} \hat{\chi}_{1} \hat{\chi}_{1}^{c c}  \tag{F35}\\
\overline{\chi_{1} \chi_{2}}=\frac{1}{2} \Re\left[\hat{\chi}_{1} \hat{\chi}_{2}^{c c}\right]=\frac{1}{2} \Re\left[\hat{\chi}_{2} \hat{\chi}_{1}^{c c}\right] \tag{F36}
\end{gather*}
$$

where the superscript ' $c c$ ' represents the complex conjugate. Carrying out the integrations of equations (F33) and (F34) gives $\bar{u}_{l}$ and $\bar{p}_{3, z}$ in table 8. with the axial Eulerian mean-steady velocity given by $\bar{u}_{l}$,

$$
\begin{equation*}
\bar{u}_{l}=\bar{u}_{l}+\overline{\rho_{I} u_{0}} \tag{F37}
\end{equation*}
$$

Equation (48) gives the relation for the mean-steady mass flux

$$
\begin{equation*}
0=\frac{\left(\overline{v_{l}} r+\overline{\rho_{l} v_{0}} r\right)_{, r}}{r}+\left(\overline{u_{l}}+\overline{\rho_{I} u_{0}}\right)_{, z} \tag{F38}
\end{equation*}
$$

The observed radial Eulerian mean-steady velocity is given by $\overline{\boldsymbol{v}}_{I}$,

$$
\begin{equation*}
\bar{v}_{l}=\bar{v}_{I}+\overline{\rho_{I} v_{0}} \tag{F39}
\end{equation*}
$$

Using equations (F37) and (F39), equation (F38) can be rewritten as

$$
\begin{equation*}
0=\frac{\left(\bar{v}_{l} r\right)_{, r}}{r}+\bar{u}_{l, z} \tag{F40}
\end{equation*}
$$

A single quadrature of equation (F40) and using the boundary condition $\bar{\nu}_{l}=0$ at $r=0$ gives

$$
\begin{equation*}
\bar{v}_{l}(r, z)=-\frac{1}{r} \int r \bar{u}_{I, z} d r \tag{F41}
\end{equation*}
$$

## Table 8. Mean-steady solutions for $\bar{u}_{I}(r, z)$.

$$
\begin{align*}
& \frac{\bar{u}_{1}}{\mathrm{Va}}=Q_{2}(r, z)+J_{2}(r, z)+\left(r^{2}-1\right) K(z)  \tag{a}\\
& \bar{p}_{3, z}=16\left[q_{3}(1, z)-\frac{1}{2} q_{2}(1, z)+g_{3}(1, z)-\frac{1}{2} g_{2}(1, z)+k_{3}\right] \tag{b}
\end{align*}
$$

where

$$
\begin{align*}
& Q_{2}(r, z)=q_{2}(r, z)-q_{2}(1, z)  \tag{c}\\
& G_{2}(r, z)=g_{2}(r, z)-g_{2}(1, z)  \tag{d}\\
& K(z)=4\left[k_{3}(z)+q_{3}(z)+g_{3}(z)\right]-2\left[q_{2}(1, z)+g_{2}(1, z)\right] \tag{e}
\end{align*}
$$

and

$$
\begin{array}{ll}
q_{2}(r, z)=\int \frac{1}{r} \int \eta\left(\frac{\hat{u}_{0} \hat{u}_{O}^{c c} r}{2}\right)_{, z} d \eta d r & q_{3}(z)=\int_{0}^{1} q_{2}(r, z) r d r \\
g_{2}(r, z)=\int \frac{\mathfrak{R}\left[\hat{v}_{0} \hat{u}_{0}^{c c}\right]}{2} d r & g_{3}(z)=\int_{0}^{1} j_{2}(r, z) r d r \\
k_{3}(z)=\frac{1}{\mathrm{Va}} \int_{0}^{1} \Re\left[\frac{\hat{\rho}_{J} \hat{u}_{0}^{c c} r}{2}\right] d r &
\end{array}
$$

We also note that equation (F40) defines the mean-steady stream function,

$$
\begin{equation*}
-\frac{\psi_{\cdot r}}{r}=\bar{u}_{I} \quad \text { and } \quad+\frac{\psi_{\cdot z}}{r}=\bar{v}_{I} \tag{F42}
\end{equation*}
$$

## Lagrangian Mean -Steady Particle Velocity Vector, $\overline{\mathbf{u}}_{p}$

As previously discussed, the mean-steady particle velocity is used in describing the meansteady particle path. The mean-steady particle velocities were presented in equations (79) and (80), and are reiterated here,

$$
\begin{equation*}
\bar{u}_{p}(r, z)=\bar{u}_{I}+\overline{u_{0, r} \int_{0}^{t} v_{0} d \tau}+\overline{u_{0, z} \int_{0}^{t} u_{0} d \tau} \tag{F43}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{v}_{p}(r, z)=\bar{v}_{l}+\overline{v_{0, r} \int_{0}^{t} v_{0} d \tau}+\overline{v_{0, z} \int_{0}^{t} u_{0} d \tau} \tag{F44}
\end{equation*}
$$

To compute, first recall that $\chi=\mathfrak{R}\left[\hat{\chi} e^{i t}\right]=\frac{1}{2}\left(\hat{\chi}^{i t}+\hat{\chi}^{c c} e^{-i t}\right)$, thus

$$
\begin{equation*}
\chi_{, \eta}=\frac{1}{2}\left(\hat{\chi}_{, \eta} e^{i t}+\hat{\chi}_{, \eta}^{c c} e^{-i t}\right) \text { and } \int^{t} \chi d \tau=\frac{i}{2}\left(-\hat{\chi} e^{i t}+\hat{\chi}^{c c} e^{-i t}\right) \tag{F45}
\end{equation*}
$$

so that

$$
\begin{equation*}
\chi_{1, \eta} \int^{t} \chi_{2} d \tau=\frac{i}{4}\left(-\hat{\chi}_{2} \hat{\chi}_{1, \eta} e^{2 i t}+\hat{\chi}_{2}^{c c} \hat{\chi}_{1, \eta}^{c c} e^{-2 i t}+\hat{\chi}_{2}^{c c} \hat{\chi}_{1, \eta}-\hat{\chi}_{2} \hat{\chi}_{1, \eta}^{c c}\right) \tag{F46}
\end{equation*}
$$

hence,

$$
\begin{equation*}
\overline{\chi_{1, \eta} \int^{t} \chi_{2} d \tau}=\frac{i}{4}\left(\hat{\chi}_{2}^{c c} \hat{\chi}_{1, \eta}-\hat{\chi}_{2} \hat{\chi}_{1, \eta}^{c c}\right) \tag{F47}
\end{equation*}
$$

Using equation (F47), the particle velocities given by equations (F43) and (F44) become

$$
\begin{equation*}
\bar{u}_{p}(z, r)=\bar{u}_{l}+\frac{i}{4}\left(\hat{v}_{0}^{c c} \hat{u}_{0, r}-\hat{v}_{0} \hat{u}_{0, r}^{c c}+\hat{u}_{0}^{c c} \hat{u}_{0, z}-\hat{u}_{0} \hat{u}_{0, z}^{c c}\right) \tag{F48}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{v}_{p}(z, r)=\bar{v}_{l}+\frac{i}{4}\left(\hat{v}_{0}^{c c} \hat{v}_{0, r}-\hat{v}_{0} \hat{v}_{0, r}^{c c}\right) \tag{F49}
\end{equation*}
$$

since $\hat{v}_{0, z}=\hat{v}_{0, z}^{c c}=0$.

## Mean-Steady Temperature, $\bar{T}_{2}$

The mean-steady $\bar{T}_{2}$ temperature is defined by the energy equation given by equation (m) in table 3,

$$
\begin{equation*}
\frac{1}{\operatorname{Pr} \mathrm{Va}} \frac{\left(r \bar{T}_{2, r}\right)_{, r}}{r}=\left(\bar{u}_{I}+{\left.\overline{p_{I} u_{0}}\right)_{, z}+\frac{1}{r}\left(\bar{v}_{I} r+\overline{p_{I} v_{0}} r\right)_{, r}-\frac{\Gamma^{2}}{\operatorname{PrVa}} \bar{T}_{0, z z},{ }^{2} .}\right. \tag{F50}
\end{equation*}
$$

For computational purposes it is found from

$$
\begin{equation*}
\frac{1}{\operatorname{PrVa}} \frac{\left(r \bar{T}_{2, r}\right)_{, r}}{r}=\left(\bar{u}_{l}+\Re\left[\hat{p}_{l} \hat{u}_{0}^{c c}\right]\right)_{, z}+\frac{1}{r}\left(\bar{v}_{l} r+\Re\left[\hat{p}_{l} \hat{v}_{0}^{c c} r\right]\right)_{, r}-\frac{\Gamma^{2}}{\operatorname{PrVa}} \bar{T}_{0, z z} \tag{F51}
\end{equation*}
$$

Integrating twice and applying the boundary conditions at $r=0, \bar{T}_{2, r}=0$ and at $r=1, \bar{T}_{2}=0$ leads to

$$
\begin{equation*}
\bar{T}_{2}(r, z)=\operatorname{PrVa}\left[w_{l}(r, z)-w_{l}(1, z)+w_{2}(r, z)-w_{2}(1, z)\right]-\frac{\Gamma^{2}}{4} \bar{T}_{0, z z}\left(1-r^{2}\right) \tag{F52}
\end{equation*}
$$

or since $\nabla T_{0}=0$ for the thermally strong problem,

$$
\begin{equation*}
\bar{T}_{2}(r, z)=\operatorname{PrVa}\left[w_{l}(r, z)-w_{l}(1, z)+w_{2}(r, z)-w_{2}(1, z)\right] \tag{F53}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{I}(r, z)=\int \frac{1}{r} \int^{r} \sigma\left(\bar{u}_{I}+\Re\left[\hat{p}_{I} \hat{u}_{O}^{c c}\right]\right)_{, z} d \sigma d r \tag{F54}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{2}(r, z)=\int\left(\bar{v}_{l}+\Re\left[\hat{p}_{l} \hat{v}_{0}^{c c}\right]\right) d r \tag{F55}
\end{equation*}
$$

## APPENDIX G COMPUTATIONAL PROGRAM

The symbolic application used to compute the solutions was Wolfram Research Mathematica v. 2.2.2. for the Macintosh. The following program code directly translates from the text.

The user must specify the variables in the cell titled 'Input system parameters and number of terms in Bessel function for 10-digit accuracy in ber and bei'. The units are noted. Each variable is commented for clarity. The variable 'TERM' is specified to provide the accuracy required of the Bessel function that is computed with a series expansion. The number of terms depends on the value for Va , and a commented field suggests the number of terms for various Va.

Immediately after running the program, a shaded cell block prints all relevant parameters, including dimensional specifications and nondimensional numbers. The program continues computing leading-order oscillating solutions:

| TW | $=$ amplitude of gas/tube wall interface temperature |
| :--- | :--- |
| PHIT | $=$ phase angle of gas/tube wall interface temperature |
| u 0 Re | $=$ oscillating axial velocity |
| v 0 Re | $=$ oscillating radial velocity |
| plRe | $=$ oscillating pressure |
| T 1 Re | $=$ oscillating temperature |
| $\operatorname{rho} 1 \mathrm{Re}$ | $=$ oscillating density |
| q 1 | $=$ oscillating heat flux |
| NuC | $=$ complex Nusselt number |

and mean-steady quantities:

$$
\begin{array}{ll}
\text { u0T1ReAvg } & =\text { axial enthalpy flux } \\
\text { u0plReAvg } & =\text { axial work flux } \\
\text { rhoSuSAvg } & =\text { axial Eulerian velocity } \\
\text { rhoSvSAvg } & =\text { radial Eulerian velocity } \\
\text { upAvg } & =\text { axial particle velocity } \\
\text { vpAvg } & \text { = radial particle velocity } \\
\mathrm{T} 2 & =\text { temperature }
\end{array}
$$

These quantities are plotted in phasor diagrams and field plots.
:: (* Filename and preres *)
<<Calculus VectorAnalysis
<<Graphics 'Graphics'
Needs ['Graphics'PlotField’];
Share [1:
(* conversion factors and constants *)
convertintocm $=(2.54 \mathrm{~cm}) / \mathrm{in}$
convertinTocmsgrt $=\operatorname{Sgre}(2.54 \wedge 2 \operatorname{cman} 2) / 1 \mathrm{n}$
convertcgstomme=dyne/g cam/seca
$\mathrm{j}=\mathrm{W}$ sec:
meter: ( 100 cm );

(* Bounds on vector fields *)


rhoSuSBoundrso: =

haxialpluxBoundiso:=
(haxialflux (0,0,0,0), haxialflux (.67,0,0.0), haxialfiux (.89, 0.0.01),

haxialfluctoundixfy:


(* Predefined significant digits *)
daceLock= Dace []
date: =Prepenaid Drop (Drop [dateLock, 1],-2], StzingJoin[kindSysten, N(Va, 31])
epsilon: EN(eps,3)
Valensi: $=\mathrm{N}, \mathrm{Va}, 8)$
fouriex: $=\mathrm{N}[\mathrm{FO}$, 5]
vpf:svalensi * prandlt * fourier
strouhal: $=\mathrm{N}(1 / \mathrm{eps}, 4)$
IsoPR: $=\mathrm{N}$ (IsoPresaRatio.
Adi PR: =N|AdivolPR, 4]
PHSUPzint : EN [PGIU, 3]

\{1997, 3, 15, 19, 24. 57\}

## (* masyta Linetr secondary *) <br> (* Mester Linear *) <br> 1- 310 amo roncticis -

## - phengrimes *)

Irput parameters in English or cgs units
(* Irplit cese *
(* Input egs parameters *)
(* Opt *)
(*) Incut system parameters and number of terms in Bessel function for 10 digit accuracy in ber and bei ")

| det |  |
| :---: | :---: |
|  |  |

ypez=-dT/dz=0":
freqStar= $3 /(\mathrm{sec}): \quad$ a freq baseline of 2 Hz corresponds to Vax50. *)

(* Va adjustment; . 053 cm corresponds to Vapr=1: . 04442 cm to Var: *)
Star= $10 \mathrm{~cm} ; \quad$ (*) baseline $=10 \mathrm{~cm}$; eps adjustment *)


 2 Hz is $\mathrm{Va}=100 \rightarrow \mathrm{~T}$ RRM $=15,5 \mathrm{~Hz}$ is $\mathrm{Va}=250 \rightarrow \mathrm{TERM}=19$. 6 Hz is $\mathrm{Va}=300->$ TERM $=22$ ),

- for PV and V-1 then TERM=6: for PV and V-10 then TERM=18. for $V^{\wedge} 2=30$. TERM $=10$; for $V^{\wedge} 2=300$. TERM=22 *)

| rho OTubeStar $=7.820 \mathrm{~g} / \mathrm{cm}^{\wedge} 3$; <br> CDOTubeStar $=0.46 \mathrm{~J} /(\mathrm{g} \mathrm{K})$; <br> kTubeStar $=0.163 \mathrm{~W} /(\mathrm{cm} \mathrm{X})$; <br> tubeThicknessStar= .004903 |
| :---: |
|  |  |
|  |  |
|  |  |

(" stainless steel *)
OOTubeStar= $0.86 \mathrm{~g} /\left(\mathrm{g} / \mathrm{cm}^{\wedge}\right.$
(: stainless sceel -)
kTubeStar $=0.163 \mathrm{~W} /(\mathrm{cm} \mathrm{X}) ;$
cubeThisknesaStar= .004903 cm
(Fo adjustment: 0.026853 cm corresponds to Fo=1 ")
(
emplowGasStar=50K:
cemprefGasstar= 300K:

(*air at $300 \mathrm{~K}: 1.843 * 10^{*-4} \mathrm{~g} /(\mathrm{cm} \mathrm{sec})$ : He:2.0134*10^-4 g/(cm s)

WStar $=4.2 * 10^{\wedge}-3 \mathrm{~kg} / \mathrm{mol}$ :

1. $7 / 5$ for air $:)(=5 / 3$ for $\mathrm{He} *)$
(- Oinbir gus cilculations -
rhoRefGasStar=pressureRefStar* (300K/tempRefGasStar)*1.624*10^-4 g/(atm cm³):
*aix at STP 300K: $1.170 \cdot 10^{*}-3 \mathrm{~g} /$ (aem $\mathrm{cm}^{n} 3$ )*)
*He density/atm 1 atm: $1.624^{* 10^{n}-4} \mathrm{~g} /\left(\mathrm{atm} \mathrm{em}^{\wedge}\right.$ 3):*)
nuStar=mustar/rhoRefGasStar
ostaraSqre [Gama simplify!

(*air at STP Anderson pg.55:
He:Sct: (GAMMA $2.08 * 10^{\circ} 73001 \mathrm{~cm} / \mathrm{s}:=102.980 \mathrm{~cm} / \mathrm{s}$.
(: Ouput convert from Star=cgs to English units *)
winch=rwStar/convertintocm
Linch=LSEar/ convertintocm;
tubeThicknessinch=tubeThicknessstar/convertinTocm;
DistonDyantinch $(0,0)=$ pistonDymampsar $(0,0) /$ convert $1 n T o c m ;$

pressureRefStarMPa=pressureRefstar convertAtmtompa
‘* fapute English parameters and convert to cos ")

| type= 'cc': |  |
| :---: | :---: |
| $\text { type2 }=\cdot \mathrm{dT} / \mathrm{d} x=0 \cdot ;$ | (* dT/dz<>0 *) |
| freqStarx 15/8ec; (\% set *) |  |
| rwinche .5*7/8 in; (* Va adjutment *) (* valueporv*Sart[nu/omegabar]/convertinTocmSgrt allo |  |
| LInch= 5 in ; (* eps ady *) (* $25 *+5 / 8^{*}$ is the undisplaced cube length *) |  |
|  <br> (1.09)/2 in is 13 cc coripressor pistondyampinch; for spec eps. pistondynaminch $(0,0)=$ eps $\operatorname{Inch} /\left(2 p_{i}\right) *$ |  |
| pistondynampInch(0.IInch] 0.2 pistonDynampInch(0.0); |  |
| PHLU $=-0.25$ : | (* velocity phase angle of UL wrt U0; PHIU<0 means ul lage U0 |
| TEPM=15; | (* for PV and V-1 chen $T E R M=6$; for PV and $\mathrm{V}-10$ chen TERM=18 *) |
| (*) Tube wall domain * |  |
| rhooTubeStar $=7.820 \mathrm{~g} / \mathrm{cm}^{\wedge} 3$ : | (* stainless steel *) |
| CPOTubeStarx 0.46 J/(g K); | (* stainless steel *) |
| kTubescar= $0.163 \mathrm{~W} /(\mathrm{em} \mathrm{K})$ : | (* stairless steel *) |
| EubeThicknessinch= 0.020 in ; | (* Fo adjustment *) |
| (*) jnput gas domain *) |  |
| temprefgastar 300 K ; |  |
| preseurarefstars 10 atm ; | (*pressuremeanstar-pressureRefStaz*) |
| cpogasstare $5.2 \mathrm{~J} /(\mathrm{g} \mathrm{K})$; | (*air at STP 300K: $1.005 \mathrm{~J} /(\mathrm{g} \mathrm{X}) *$ ) (*He: $5.2 \mathrm{~J} /(\mathrm{g} \mathrm{X}) *$ ) |
| kGasStara $0.00149 \mathrm{~W} /(\mathrm{cm} \mathrm{R})$; | (*air at STP 300K:0.000267 W/(cm K)") (*He at STP: $0.00149 \mathrm{~W} /(\mathrm{cm} \mathrm{K})$; (note: for kGasx. 0010471552 . $\mathrm{Pr}=1.000000000$ )*) |
|  | (*air at 300K:1.843*10^-4 g/(cm sec): |
| MWStar $=4.2 * 20^{\wedge}-3 \mathrm{~kg} / \mathrm{mol}$; |  |
| cimplie 5/3: | (*)7/5 for aiz *) (* 5/3 for He *) |

## (* Output gas calculations *


(*air at STP 300K: 1.170*10^-3 g/(atmem^3)*)
("He density/acm i atm: $1.624^{* 1} 10^{\wedge}-4 \mathrm{~g} /\left(\mathrm{acm} \mathrm{cm}^{\wedge} 3\right.$ );*)

nuStarmmStar/IhoRefGasStar; (*air at STP 300X: 0.1566



D $0=1$


[hoo $\left(z_{-}\right):=1 / \mathrm{TO}[z]$ :
omegabarstar $\quad=2 P i$ freqStar: $\quad$ (* characteristic inverse time period *)
UStar 10.0 ) $\quad=$ omegabarStar*pistondymampsear ( 0.0 ): (* 00=Amplicude of d/de ([pistonnymampomio. 0 )

;= UStar 10.0 Cos $1 t$ (* txomegaBarStar tStar *)

| alpha0tubeScar | * kTubestar/(rhootubestar CpOTubeStar) : |
| :---: | :---: |
| alpha0gasstar | xkGasStar/(rhorefGasstar CpOGasstar) : |
| hoscrluxostar | =rhorefgasstar*Cpogasstar*UStar 0.01$)^{*}$ temprefgasstar; |
| $\times$ Sectareastar | = $\mathrm{P}_{\boldsymbol{j}}{ }^{\text {crwStar }}$ - $2 / / \mathrm{N}$; |
| hoscrlowostar | =xSectAreaStar*hoscrlux0Star: |
| joscriuxOStar | =rhorefgasstar*UStar 0,01 ; |
| joscrlowostar | =xSectareastar*joscrlux0Star; |
| gGasRadialostar | =kGasStar* tempRefGasStar/rwStar: |
| wallShearseressostar | mustar UStar [0.01/EwStar; |
| tubeinnerarea | $=2 \mathrm{Pi}$ rwStar LStax |
| dragostar | =wallShearStressoStar tubeinnerdred convertCgsTodyme// |
| deltatstar | =tempRefGasStar-templowGasStar: |
| deltat | = (tempRefgas iar-templowGasStar)/temprefgasstar ; |

volotTubeStar : = Pi zwStar^2 LStar
(*velociryCombolt $1:=\mathrm{UL}+\operatorname{Cos}[2 \mathrm{Pi} \tau] / \operatorname{Cos}[2 \mathrm{Pi}(\tau+\mathrm{PHIU})] *)$
periodStar=1/fregStar;
periodStar=1/freqStar;
tauStar=periodStar;

M $\quad=$ UStar $[0.0] /$ aOStar
$\mathrm{Va} \quad$ IzwStar^2 omegaBarStar/nustar:
Fo $\quad$ muStar CpOGasStar/kGasStar
egs: pistonbynampstar (0,0]/LStar:
S $=1 /$ eps
(Nibat =グ2)(eDs GAMAA)
CAPGALMA=rwStar)(LStar*eps);

KGAS akGasstar/kTubestar :
k'rube akTubestar/kTubeStar:
EL =tubeThicknessitar/rwStar//N;

$\because=S g r t(\mathrm{Va})$ :
$P=\operatorname{Sgrt}(\mathrm{Pr}]$;
F=Sqrt

Vo=
$\mathrm{d}(0)=0$ stondynampstar 10.01 /LStar


FindMinimun(volSystem(t), $1 t, .5\} 1$;
EimeVo2Mintt/. ([2,1)]

Isoprestration volsyacem(timeVolmaxi/volSystem(timevolmin|//N;
AdiVol $P R=($ volSystam(timeVolmax)/volSysten(timeVolmin))^GNaMA//N;
cünceratseuze -




plCLAdi armpl $=\lambda b s$ if ( $(1) 1)$ :
plCLAdiaPRx ( $1+$ plCLidi akmol) / (1-plCLAdi aNmol) ;
:- : Fintion basare man: -
( $=$ HfluxiDScar= (AdiVolPR-1) *pressureRefStar/(AdiVoiPR+1) :*

HFlowRayStar (joscWarmInGrampersec, THocInk, PdynInAten, PmeanInAtm):=
(1/2) GasConstantStar/MWStar THOTInK jOscharaInGramperSec (PdyInAtm/Fmeaninhtm) kg/(1000 g)//is

(1/2) jOscColdInGramperSec GasConstantStar/MWStar Tcoldink (PdynInAtm/PmeanInhtm) Cos/phiRadians) kg/(1000 g///N

1* Fitid framata coerciraratu




IflkindSystema $=$ BPT ,

AdifressRatio", "Clidipratio"):


- (totalDragAnpo, totaldragrns/tube, Hoscflowosear) -date"):
- ${ }^{\text {"BPT* }}$, epsilon, valensi. prandle, N[valensi prandlt, 5 ], N[UL, 2 ]


PRNames : $=$ (ISOPR, AdiPR, P1CLAdiaPR) ;
HXferNames: =(fourier. (PHITPrint, TW), vof)
PMSEar*(tuben-1)•, hoscFlowostar//s)


IflkindSystem= OPT ,

-Aciprespratio ". "CLadipratio ${ }^{\circ}$;

-(totalDragAmpo, tocalDragRM5/tube, HoscflowOStar) "date*)

PRNames:=(IsoPR, AdiPR, DICLAdiapR)
HRfernames:=(fourier, (PHITPrint, TW), vpf)
dragNames: = (dragostar (Anp), cocalDragRmsstar" (tuben-1)*, hoscFlowostar//N)
fileNameOPTI so : $\boldsymbol{\text { ( }}$ (llownames OPT, PRNames) :
fil eNameopthXfr: $=$ ifilenameopTIso, HXferNames. dragNames, datell:
1 .




fileNameBPTHXET:=\{fileNameBPTIso, (F//N, (PHITFIint, TW)\}, (hoscFlowostar//N)\}]:
T£ (kindSystem=xOPT




${ }_{-1}$
Fint Mastancus:

(cozalDragAmp, cotalDragRMS/tube, HOseFlowostar), dace)

(0.00476915 Anp dyne, (tube^-1) totaldragrmsstar, 1.97349 W$\}$, \{OPT<>100.. 3. 15, 19\})

- cgs:
$T w=0 . B 1649 \mathrm{~cm} ; L=10 \mathrm{~cm} ;$ tubeThickness $=0.004903 \mathrm{~cm} ;$ volotwibe $=20.9436 \mathrm{~cm}^{3} ;$ crosssectarea=2.09435 $\mathrm{cm}^{2}$
pistondynAmpato $=0.02 \mathrm{~cm}$; pistor.Dynampati $=0.02 \mathrm{~cm}$ : $f$ req $=-\mathrm{sec}$




HFlowRayStar［ $\begin{gathered}0.00040268 \mathrm{~g} \mathrm{Pi} \\ \sec \end{gathered}, 300 \mathrm{X}, 0.0203251$ atm， $9.866 \mathrm{~atm}, \begin{aligned} & \mathrm{Pi} \\ & \mathrm{gi} \\ & 6\end{aligned}$
cotalDragimplo $=0.00476915$ dyne：cocalDragRMS／tube $=\left(\right.$ tube $\left.{ }^{*}-1\right)$ totalDragRMSStar
－non－dimensional scaling variables calculated
$\mathrm{Vaz100.;} \mathrm{Pr}=0.703 ; \mathrm{Pr}^{*} \mathrm{Va}=70.2663: \mathrm{S}=500 . ; \mathrm{FO}=100$ ．； $\mathrm{EL}=0.00600497 ; \mathrm{K}=3.7892920^{-6} ; \mathrm{Re}=4.89902$ $p 0=1$ ： $\operatorname{TO}(z)=1$ ： $\operatorname{rhoc}(z)=1$
－non－dimensional variables used in complex solution



Archive
（＊गunctions＂）





$\operatorname{ber}\left(0, r_{-}, z_{z}, V\right.$, TERM $)=\operatorname{ber}(0, r, z, V, T E R M)$ ；
$\operatorname{ber}\left(0, r_{-}, z_{-}, v, \operatorname{TERM}\right) \operatorname{ber}(0, r, z, V$, TERM $) ;$
$\operatorname{bei}\left(0, r_{-}, z_{-}, v, T E R N\right)=\operatorname{bei}(0, r, z, V, T E R M) ;$

bei $\left(1, r_{-}, \mathbf{z},-V\right.$, TERM $)=$ bei $(1, 工, z, V, T E R M) ;$
$\operatorname{ber}\left(0, r_{-}, z_{-}, \operatorname{PV}, \operatorname{TERM}\right)=\operatorname{ber}[0, z, z, \operatorname{PV}$, TERM $]$ ；
bei $\left(0, r_{-}, z_{-}, P V\right.$, TERM $)=$ bei $(0, x, x, P V$, TERM $)$ ：




（＊BesselJ．ber＋I bei．large argument approximation＊

besselAccuracyListz＂$\{$（V）：BesselJ；（ber＊I bei）：ModBesselJHold；Argument－sinfinity approximationt＊




$\mathrm{V}=10 . \quad$ TERM $=16$
（ 19.99999925 ），149．847528，149．847526，149．847526，148．537427）
（\｛0．999999925）， $1.01552483,1.01552483,1.01552483,1.00386903$ ）
K以
kseTemplate＝ComplexExpandi（aVarkse－Z bVarkse）／（cVarkse＋Z dVarkse））；
kseTmplaticencoeficient（kseTesplare，I）
kseImi enplacezCoaificiant（kseTemplace，I）；
kseReHold［order＿，$r_{-}, z_{-}$, sigma＿］＝kseReTemplate／
（avarkse－＞HoldFormberiorder，$x, x$, sigma，TERM1）
bVarkse－＞HoldForm（bei order，r，z，sigma．TERM）
CVarKse－＞HO1 AForm［ber $(0,1, z$, sigma，TERM1］
dVarkse－＞Holdform［bei $(0,1,2$, sigma，TERM）］）

（avarkse－＞HoldForriber［order， $5, z$, sigma．TEMM）］
bVarkse－＞HoldForm（bei lorder，r，z，sigma，TERN））
eVarKse－＞HoldFom［ber $(0,1,2$, sigma，TERK］$]$ ）

T．マ．－co：ndixate fors

## m3Template

COnolexfxpand（（aVarM3＋I bVarM3）（cVarM3 + I dVarM3） 1
3ImTemplatescoefficienc（m3 Templace．I］
m3ReTenplatesm3Tmplate－I m3ImTemplare：
mReHold（3，工＿，2＿，sigma＿）＝m3ReTemplatef
\｛aVarm3－＞Holdform！－1／（sigmansert2 rhoo（z］））］，
avarm3 $\rightarrow$ Holdrorm （－1／（sigma Sqrt $(2$ rhoo（z）$)$ ）

cVarm3－＞kseReHold（1，工，z，sigma）；
dVarm3－＞ksermHold（1，z，z，sigma）

（aVarm3－＞HoldFormil－1／（sigma Sqrt［2 fhoolz）］）］
bVarm3－＞HoldForm［－1／（sigma Sqrt［2 rhoo［z］i）］
cVarw3－＞kseReHold［1．r．2．sigma）
dVarm3－＞kseImHold（1．工，2，sigmal）：

```
mReHoldil, m_, z_, sigma_)=-(1/pO)(x/2 - mReHold(3,r,z,gigmal)
```




```
(*
mHold(1, r_, z_, Bigma_lm,meHold[1,r,z,gigmal - I minHold[i,r,z, sigmal
Hold(2,r_,z_, sigma_) =mReHold(2,r,z,sigmal) I mImHold(2,r,z,sigmal
mHold[3,\mp@subsup{r}{-}{\prime},\mp@subsup{z}{-}{\prime},sigma-) =mRehold(3,r,z,sigma] + I mImHold[3,r,z,sigmal;
*)
matioTemplatexComplexExpand((avarMRatio*I bvarMRatio)/(CVarMRatio+I dVarMRatio))
mRatioTemplatexComplexExpand(lavarMratio*I bvar
mRatioImremplate=Coefficient (mRatioTemplate,I);
```




```
    bvarmRacio->mimhold (kindNum, INum, I, gigmaNum).
    cvarmRatio->mReHold(kindDem, rDem, z. sigmaDem).
```

```
dVarnRatio->mIaHold[kindDem, rDem,z,sigmaDem!)
```


\{avarNRatio->mReHoldikindNuna, IMum, z, sigmaNum!.
bvarriratio->mimiold (kindNum, INtum, z, sigmaNum)
CVartratio->mReHold[kindDem, rDen, 2, sigmaDem].
dVaxtratio->mimhold (kindDen, IDem, z, sigmaDem]):
aratiohold [ (kindinum. FNum, sigmanum,), (kindder, rDem, 5 igmader_l, z_]
mRatiorehold [ (kindNum, rNum, sigmaNum \}, (kindDear, rDem, sigmaDem), z]
I mRatioimhold ( (kindNum, rNum, sigmaNum), (kindDem, zDean, sigmadem), z);
* enc $\pi$ 's "
Exmeroriseate ixf
timeHold[t_) =HoldForm(timeRe[t]]+I Holdform[timeIm\{t])
timeRe $\left[t_{-}\right]=\operatorname{Cos}\left[2 P_{i} t\right]$;
time $\operatorname{Im}\left(t_{-}\right) \times \sin \left(2 P_{i} t\right)$

timeTwRelt $t_{-}$, phit_l $=\operatorname{Cos}[2 \mathrm{Pi} \quad(t+p h i t)]$
cimeTwIm(t_, phiT_]=Sin[2Pi (t+phiT))
i- enct time :

Timing!
Timing!
mrel3,1,z_,V) =miehold(3,1,2,V)//Relearehold//N;
$\operatorname{nIm}\left[3,1, z_{2}, V\right]$ mmimHold $(3,1,2, V] / /$ ReleaseHold $/ / \mathbf{N}$;
mre $\left(3,1,2_{2}\right.$, PV $)=$ mReHold $[3,1,2$, PV] //Rel easeHold $/ / \mathrm{N}$

mRe $\left[1,1, z_{-}, V\right]=$ mRehold $(1,1, z, \mathrm{~V}) / / \mathrm{Rel}$ easehold//N
$\min \left(1,1, z_{-}, V\right)=m i m H o l d i(1,1,2, V) / / R e l e a s e h o l d / / N$

kseRe( $\left.0, x_{-}, z_{-}, V\right)=k z e R e h o l d(0, z, z, V) / / R e l e a s e H o l d / / N ;$
kselm $\left(0, r_{2}, z_{2}, V\right]=x s e R e H o l d[0, r, z, V) / / R e l e a s e H o l d / / N ;$
ksere $\left(0, I_{-}, z_{-}, P V\right)=k s e r e H o l d(0, r, 2, P V) / / R e l e a s e n o l d / / N$

kseRe[1, $\left.r_{-}, z_{-}, V\right]=k s e R e H o l d(1, r, x, V] / / R e l e a s e H o l d / / N$,
kseIm[i, $\left.z_{-}, z_{-}, V\right)=k s R_{\text {ReHold }}(1, r, x, V] / / R e l e a s e H o l d / / N$
kseRe[1, $\left.\mathbf{I}_{-}, \mathbf{z}_{-}, P V\right)=k s e R e H o l d[2, \mathbf{x}, \mathbf{z}, \mathrm{PV}] / / R e l e a s e H o l d / / N$





mRatioRe[(1, $\left.\left.r_{-}, V\right),(1,1, v), z_{-}\right)=m R a t i o R e H o l d(\{1, z, V),\{1,1, v\}, z] / /$ Releasehold//N


mRatiore $\left(2, r_{-}, P\right),(2,1, P V), z_{-} \mid=m R a r i o r e H o l d(\{2, 工, P) ;\{2,1, P V), z] / / R e l e a s e h o l d / / N$
mRatioRel $\left.\left(3, r_{-}, P V\right),\{3,1, P V), z_{-}\right]=$mRaEioReHold $\left.\left(13, I_{2}, P V\right),(3,1, P V), 2\right] / / R e i$ easeHold $/ / \mathrm{N}$

!
(12.4333 Second, Null)


DkseImR $\left(0, r_{-}, z_{-}, V\right)=D(k \operatorname{la}(0, r, z, V), r] / / N ;$
DkseRer $\left\{0, x_{-}, x_{-}, P V\right)=D(k s e R e[0, x, z, P V), r] / 1 / N$

mRatioReR $\left(\left\{1, r_{-}, V\right),(1,1, V), z_{-}\right)=D(m R a t i o R e[(1, r, V),\{1,1, V), z], x] / / \mathrm{N}$
meationmp $\left.\left.\left(1, x_{-}, V\right),(1,1, V), z_{-}\right)=D(m R a t i o \operatorname{man}(1, r, V),(1,1, V), z], r\right) / / N$

raRatioImR $\left(\left\{2, r_{-}, P V\right),(2,1, P V), z_{-}\right) \neq D($ mRatioIm $((2, x, P V),\{2,1, P V), z), r] / / N$
mRatioRek $\left(\left\{3, r_{-}, P V\right),(3,1, F V), z_{-}\right)=D($ mRatioRe $[(3, r, P V),(3,1, P V), z], r] / / N$
mRatioImR $\left\{\left(3, r_{-}, P V\right),(3,1, P V), z_{-}\right)=D[m R a t i o \operatorname{Im}[(3,5, P V),\{3,1, P V\}, z], r\} / / N$;
(*

kseImR $\left[0, r_{-}, z_{-}, \operatorname{sigma}\right)=D(k s e I m H o l d(0, z, z, s i g m a) / /$ Rel easeHold, $r] / / \mathrm{N}$
kseReri $\left(0, r_{-}, z_{-}, V\right)=D\{k s e R e H o l d\{0, r, z, V \mid / / R e l e a s e H O l d, r) / / N$
DkseReR $\left(0, x_{-}, z_{2}, V\right)=D\{k s e R e H o l d[0, r, z, V \mid / / R e l e a s e H O 1 d, r) / / N ;$
Okse
$=1$
Dtimere? $\left[t_{-}\right]=\mathrm{D}\{\mathrm{timere}[t] . \mathrm{c}]$
timerncin- $(t)=\mathrm{D}$ (timere $[t] . c]$
timeTwRerlt phit $)=D(t i m e T w R e[t . p h i t), t] ;$









$\rightarrow(m R e 31 x P V+I \operatorname{mim} 31 z P V)=($ (mRatioRe2rPV21PVz+I mRatioIm2rPV21PVz)

WonatzTemplate $=0$ : for at least the gratto=0 case *)
$\stackrel{1}{1}$







si=F Scrul-II






(mRatioReliv21PVx+I mRatioImilV21FVz)
( 0 -(DkseRekOrzPV+I DkseImHOrzPV)) ( (1-(ksere00zV+I kseIm00zV) i)

(0-(JkseReROIzPV+I DkseImROxzPV) ) ) Tw ExplI 2Pi phiTl)*Exp(I 2Pi e) ;
OT1ImRTemplatefindTw = Coefficient(DT1RTemplateFindTw, I)
DT1mertemplatefindTw = Coefficient(DT1RTemplaterindiv, II;


mRatioRellV22FVz-3HoldFom [mRatioRe $\{(1,1, V),(2,1, \overline{P V}\}, z])$
mRatiolmilV2IFVx->HoldForm\{mRatioIm\{(1,1,V), \{2,1, PV\}, z)
DkseReROrzPV->HoldForm (DkseReR $(0, x, z, P V)$ )
kseImROrzPV->HoldFormiDkseImí $(0, r, z, P V]$ )

z.V]
mRatiore31PV21PVz->HoldFormimRatioRe[(3,1, PV), (2,1, PV), 2]).

DT1ReFindTwRHoldII_, $z_{-}, \varepsilon_{-}, V, F V, V_{0}, 01$, phiU_, PhiT_, Tw_


(mRatioReliv21PVz->HoldForm (mRatiore [ $11,1, V$ ), ( $2,1, \mathrm{PV}$ ), 2 !)
mRatiolm11V21FVz->HoldForm(mRatioIm ( $\{1,1, V),\{2,1, \mathrm{PV}), 2])$

kseImROrzPV->HOldForm [DkseImR $[0, r, 2, \mathrm{PV} \mid]$
$\mathrm{kseReOO} 2 \mathrm{~V}->\operatorname{Hol}$ drorm ( $\mathrm{kseRe}[0,0,2, \mathrm{~V}])$.
kseIm002V->Holdrozm\{kseim $(0,0,2, V])$.
mRatioRe31PV21PVz $\rightarrow$ Holdform(miatioRe( $3,1, \mathrm{PV}$ ), $\{2,1, \mathrm{PV}), z 1)$,
mRatiolm31PV21PVz->HoldForm(mRatiolm $(\{3,1, P V),\{2,1, \mathrm{PV}), z]\}$;



condparaStaz $=(\{.8,20, .02830),(.8,25, .031081,\{.8,30, .03518),\{.8,40, .041601,(.8,50, .04766),\{.8,60, .05342\}$
$(.8,80, .06426),(.8,100, .07439),(.8,120, .08396),(.8,140.09310\},(.8,160, .1019),(.8,180, .1103)$
$(.8,200,1285),(.8,220, .1265),(.8,240, .2343),(.8,260, .2418),(.8,280,1492),(.8,300, .1565)$
$(.8,350 . .1740),(.8,400 \ldots 1909)\}$



i- Solve for TWhat bere ':
For FO $=99.9995$
TWhat $=0.31027-0.0779612 \mathrm{I}$
TW $=0.319915$
PHIT $=-0.039179$
(* OLD Solve for Tw *)
Firge Nound: solve tor implicit tunction




Timing



Twatw(1, 2, ©
(17.6667 Second, Null)
Eecond Round: municel root Pinder
Yonersay




cempPHIT $=0.260785$; tempTW $=-0.516552$
$\mathrm{PHIT}=-0.239215$
$\mathrm{Twall}=\{0.516552,0.516552,0.516552,0.516552,0.516552,(0.516552)\}$
(. check $z$ (in)dependerce of Twail *)


```
Graphics-
```







```
    (phiT.0.1).(*PlocRange->{-.1,.2),*)AxesLabe1">('phit","\DeltaTw")||
```

(3.05 Second, -Graphics-)




\{0.483333 Second, -Graphics-)




(phit, \{. $\left.\mathrm{I}_{6}, 3 \mathrm{~B}\right\}$ )
(*PHITxphiT/ ([1]):*)
If Lesg (temotw. O), PHITxtempphit- 5 , PHIT=temp PAIT)
(*If(Gzeater|tempPHIT, +0.5], PHIT=tempPHIT- 1. PHIT=tempphit) ;")
Print("PHIT=*. PHIT);








- For ParmaeterList (DListvar) ")
lanbdanti=0.00394773-0.0000298093 I: lambdant1Re=0.00394773; 1ambdant1Im=-0.0000298093;

$(-0.00807124\{77.2504 \operatorname{Cos}[6.28319 \mathrm{E}]+88.2443 \sin (6.28319 \mathrm{El})$ ) ,
(15.1675 $\cos \{1.3376-6.28319$ phit - 6.28319 t) - $6.39891 \cos [6.28319$ (phit $+t)]$ -
$84.1828 \cos [6.28319 \mathrm{phit}+6.28319$ t) $-8.66834 \sin (1.3376-6.28319$ phit $-6.28319 t]+$
$0.526423 \sin [6.28319$ (phif $+t)]+84.1828 \sin (6.28319$ phit +6.28319 t]);

- PRRNMETER LIST (for une in exporting to plot routines)

- solution of tw at phet for contingity of heat flox at gas/tube boundary
- SOLUTION OF TW AT PHFT ROR CO
- random tire check, nll values for jw shoulo be the same
$t$ Random=0.21554


Twall11., 0, 0.25. 10.. 8.3825, 1., 2., -0.1, $-0.0391796,0.0091412,0.1,1.1$.
Twal111., 0, 0.5, 10., 8.3825, 1., 1., -0.1. $-0.0391796,0.0091421,0.1,1.1$,
Twall11., 0. 0.215549. 10.. 8.3825, 1.. 1., $-0.1,-0.0391796,0.0091411,0.1,1.11$

. $84526,149.847526 .148 .537427$ )
- non-dimensional scalime variables calculated


- non-dimensional variables used in conplex solution



Nichrge paramotor liat

- NE: - :
- F. - Therin •
- For ym. .
- Lases. -gonemas -
- Pre Thatis $\begin{aligned} \text { - } \\ \text { - }\end{aligned}$

Anmers to linear how
(- amenters to Plyat onder flow *)
(v u0, Fo, 51, D1, thol - )
phat Template $=\left(\left\{-I /(1-\{k s e R e 00 z V+I \text { kseIm00zV }))^{*}\right.\right.$
mRatioReliv2IPVz + I mRatioImliv2lPVz ) (UC-Ul Exp(I 2Pi phiUl)-
(mRatioRe3iPV21PVz - I mRatioIm31PV21PVz) Expli 2Pi phititw):
pinat emplaterwhat $=\left\{\left(-I /\{1-(k s e R e 00 \pm V+I \text { kseIm00zV }))^{\circ}\right.\right.$

```
    (mRatioreilV21PVz * I mRatioImilv21pVz)(No-Ul Explv 2Pi phiU|)-
    (mRatioRe31PV21PVZ + I mRatioIm31PV2IPVz) Twhat)
p2hartemplare = I ((U0-Ul Exp[I 2PI phiU))/(1-(kseRe00zV +I kseIm00zV))) (z^2/2) - I z/{1-(kseRe00zV+I kseIm00zV))
```




```
    (1-(kseReOrzPV+I kseIm0rzPV)) (1-(kseReOOrV+I kseIm00zV)))
        ((kseRe0rzPV+I kseIm0rzPV)-(i(GNNAN-1)/GNMMA) (mRatioRe3IFN21PVz+I mRatioIm31PV2IPVz)*
        ((kseRe0rzPV+I kseInOrzPV)-(%(GNOMA-1)/GANGA)(mRat
vOhatTemplate = ({#Re11zV + I mrm11zV)/11-(ksaRe00zV+I kseIm00zV) )
    (mRacioRe2rPV21PVz + I mRacioIm2rPV21PVz)-(mRatioRelrVIIVz + I mRatioImlrV1IVz))(Uo-Ul ExplI 2Pi phiU)) -
                I*(mRe31zPV +I mim31zPV)*((mRacioRe2rPV21PVz*I mRatioIm2rPV21PVz)-(mRacioRe3rPV31PVz+I mRatioIm3rFV31PVz))
                        Tw-ExplI 2Pi phit];
```



```
particleTracehatTemplate = -I(do-(co-dl ExplI 2PI phiul)z)(1-(aDORe+I aNOIm)/(1-(bDORe+I bDoIm))
plVolhatTemplate = I-I 2 GNNMA (f (DrIhatReFVar+I DTIhatImRVar)/Power[PV.2] - 
    (mRe112V+I mIm112V) (UO-Ul ExplI 2Pi phiUl)/(1-(kseRe00zV + I kseIm00zV))|);
```

```
plTemplate = Couplex&xpand[ExplI 2Pi t] plhatTemplate];
```

plTemplate = Couplex\&xpand[ExplI 2Pi t] plhatTemplate];
u0T\mp@code{mplace = ComplexExpard(Exp|II 2Pi t) uOhatTemplate);}
u0T\mp@code{mplace = ComplexExpard(Exp|II 2Pi t) uOhatTemplate);}
TITenolate = ComplexExpand[ExO|I 2Pi t] T1haETemplate!;
TITenolate = ComplexExpand[ExO|I 2Pi t] T1haETemplate!;
votemplate = ComplexExpand [Ex(II 2Pi t] vohatTemplate);
votemplate = ComplexExpand [Ex(II 2Pi t] vohatTemplate);
particleTraceTemplate * ComplexExpand [ExplI 2P: I) particleTracehatTemplate):
particleTraceTemplate * ComplexExpand [ExplI 2P: I) particleTracehatTemplate):
pivolTemplare = ComplexExpard(ExplI 2Pi t) plVolhatTemplatel:
pivolTemplare = ComplexExpard(ExplI 2Pi t) plVolhatTemplatel:
plReTemplate = plTemplate-I coefficient (plTemplate.I):
plReTemplate = plTemplate-I coefficient (plTemplate.I):
uOReTemplate = uOTemplate-I Coefficient (uOTemplate, I)
uOReTemplate = uOTemplate-I Coefficient (uOTemplate, I)
voreTemplate = voTemplate-I Coefficient voremplat. II,
voreTemplate = voTemplate-I Coefficient voremplat. II,
parricleTraceReTemplate m particleTraceTemolate-I Coefficient [particleTraceTemolate.I]:
parricleTraceReTemplate m particleTraceTemolate-I Coefficient [particleTraceTemolate.I]:
plVolReTemplate = plVolTemplate-: Confficient(plVolTemolate.I]:
plVolReTemplate = plVolTemplate-: Confficient(plVolTemolate.I]:
rholReTemplace m plReTemplace/TO[z] - rhoolzi TiReTemplate/TO{z];
rholReTemplace m plReTemplace/TO[z] - rhoolzi TiReTemplate/TO{z];
1*
1*
plRehatTemplate = plhatTemplate-I Coefficient(phmatremplace,I):
plRehatTemplate = plhatTemplate-I Coefficient(phmatremplace,I):
uorehatTemplate = uOhatTmplate-I Coefficient[u0hatTemplate,I):
uorehatTemplate = uOhatTmplate-I Coefficient[u0hatTemplate,I):
T1RehatTemplate x TihatTemplate-I Coefficient(TlhatTemplate,I);
T1RehatTemplate x TihatTemplate-I Coefficient(TlhatTemplate,I);
vORehatTemplate = vOhatTemplate-I Coefficient[vOhatTemplate.I];
vORehatTemplate = vOhatTemplate-I Coefficient[vOhatTemplate.I];
particleTracerehatTemplate = parcicleTracehatTemplate-I Coefficient [particieTracehatTemplate, I];
particleTracerehatTemplate = parcicleTracehatTemplate-I Coefficient [particieTracehatTemplate, I];
glVolRehatTemplate = pIVolhatremplate-1 Coefficient (DIVolharTemplate, I):
glVolRehatTemplate = pIVolhatremplate-1 Coefficient (DIVolharTemplate, I):
rholRehatTemplate = plRehatTemplate/T0[z] * Fho0[z| T1ReharTemplate/T0[z];
rholRehatTemplate = plRehatTemplate/T0[z] * Fho0[z| T1ReharTemplate/T0[z];
*)
*)
uOhatImTemplatezCoefficient (Compl exExomand (u0hatTemplate), I]
U0hatRe' (mplatenCompl exExpand (uOhatTemplace) -I u0har ImTemplate
WhatReT emplatenComplexExpand (uhatremplace) -I uo
vohatImTemplate=Coefficient [ComplexExpand[vohat Template], I]
OhatReT emplate=ComplexExpand (vOhatTemplate) - I vohatImTemplate
vohatReT emplate=ComplexExpand (v0hatTemplate) -I vo
TIharImT emplate=Coefficient (ComplexExpand[T1hatTumplata). I)
T1harkeT emplare=Compl exFxpand (T1 harTemplate) - I T1hatImTemplate
T1hatCCT
plhatImTemplatexCoefficient(ComolexExpmnd(plhatTemplate),I):
pihatReTemplate=ComplerEwand (plhatTemplate) -I plhatImTemplate
plhatccTemplatemplhatReTemplate-I plhatrmTempiate:
pivolhatimTemplate=Coefficient [ComplexExpand [pivolhatTemplate],I];
OVolhatReTermplatezComplexExpand (plVolhatTemplate) -I piVoihatImTemplate:
plVolhatCCTemolatemplVolhatReTemplate-I plVolhatImTemplate:
rholhatImTemplatexCotficient [ ComplexExond [rhoihatTerplate). I]:
rholhatReTemplatexComplexExpand [rholharTemolate] -I rholinatImTemplate
rholbatCCTemplaterhoihatReTemplate-I rhoihatImTemplate:

```

```

    10-(CkseReR0rzPV+I DkseImROrzPV))/(1-(kseRe00zV+I kneIm00zV))) +
    ```

```

            (0-(DkseReROrIPV-I DkseImROrzPVI))] Tw Exp(I 2Pi phiT])]:
    DT1hacImRTemplate = Coefficient[DTIhatRTemplate,I);
OTihatReRTemplace = DTIhacRTemplate-I DTihatImRTEmplate;

```


```

        mRatioIml1V21PVI=>HoldForm(mRatioIm({1,1,V),{2,1,PV),2]),
        OkseReROrzPV->HoldFomm[DKseReR [0,r,z, PV])
        kseRe00zV \ HoldForm|kseRe (0,0,z,V:I),
        kseRe00zV ->HOldForm|kseRe(0,0,2,V)]
        mRarioRe31PV21FVz->HO1dFozmimRatioRe(13,1,PV),{2,1,PV),z|1,
        mRatioIm31PV21PVz->HoldForm|mRarioIm(13,i,PV), (2,1;FV),z1i)
    mRatiolm31PV21PVz->HoldForm|mRatioIm(13,\,PV),
    ```


```

    (mRatioRe21v21 PVz->HoldForm [mRatioRe[11,1,V],{2,i,PV), I]1.
        mRatioIml1V21PVz->Holdromm[mRatioIm(l1,1,V),{2,1,PV),x)1,
        DkseRe:OrzPV->HOldFomiDkseRekiO,工,z,PVI|,
        DkseImROrrPV->HOldForm(DkseImen (0, r,z,FV) ),
            kseRe00zv->HoldForma(kseRe10,0,z,V)],
            kseIm00zV->HoldForm(kseImio,0,z,V)),
            mRatioRe31PV21FVz->HO1dForm(mRatioRe({3,1, PV),{2,1, PV}, z}),
            mRarioIm31PV21PVz - HoldForm|mRatioIm{{3,1,PV),{2,1,PV},z})
    ```


```

(*
OhatTemplate//ComplexExpand
==vOhatReT emplate+I vOhatImTemolate
(*
plhatccTemplate = plRehatTemplate-I Coefficient (plhatTemplate.I]
vohatccTemplate = voreharTemplare-I Coefficient[vOhatTemplate,I]
particleTracehatCCTemplate = particleTraceRehatTemplate-I Coefficient [particleTracehatTemplate, I];
plVolhatcCTemplate = plVolRehatTemplate-I Coefficient(DIVolhacTemplate.I):
01VO

```
(* Assignments and Compilations *)
! - 「: *

\(\mathrm{kseImOOzV}->\) HoldForm (kseImHoldalo, 0, z, sigmaV))

 mRatioRe31PV21PVz \(\rightarrow\) HoldForm (mRatioReHold \((3,1, s i g m a P V),\{2,1,81 g m a P V), 2\})\),



1d//Releas
PIRE[z_, \(\left.\tau_{-}, V, P V, U 0, U L, P H I U, P H I T, T W\right]=P I R e[z, 5, V, P V, \cup O, U L, P H I U, P H I T, T W]\);



Releasehold//Releasehold//N;

pihacho:diz_, sigmaV_, sigmapV_, Uo_. Ul_, phiU_. That_l=plhaetemplateTwhat/.D1Assign;
pinatiz_, sigmaV_, sigmaPV, Uo, U1_, phiU_, Twhat_]: mplhathold[z,sigmav, sigmapv, vo. Ul. phiv, That ]/,
HeleaseHold//Releaserold//N:

: * * "
phachoidlz_,sigmaV_, Vo_, Ul_, phiv_I=p2hatTemplate/.plassign:


ophatz \([z, V, U 0, U 1\), phiv \(]=D[0\) hat \([z, V, U 0, U 1\), phiv,\(z]\);

- pivo: •
plvolassigncimRe11zV->Holdrozm|mRe[1,1,z,Vi), mimilzV->HoldForm (mIm \(1,1, z, V])\)
\(\mathrm{kseReOOzV} \rightarrow\) HoldForm (kseRehold \((0,0, z, V)\) ),
kseIm00zV->HoldForm (kseImHold (0, 0, z, V) \()\)
OThatReRVar->HoldForm(DT1hatRePHold(1,z,L,V, PV.Uo.Ul.phiv, phiT.Tw)),
DT1hatImFVar->HoldForm [DFIharImpHoldil, z,t,V, PV, Vo, U1, phiu, phit, Tw]i r->1\};


Releasehold//Releaselind/
,

```

i* - - `

```

 kseRe00zV->HOldForm (kseReholdio.0.z.sigmaV) ),

mRatiolm31PV21PVz \(\rightarrow\) Holdform(mRatioImHold ( 3,1, gigmapV), (2,1,sigmapV), 2 \()\), kseReOrzPV->HoldForm [kseReHold(0, \(x, z\), sigmaPV) :
kseIm0rzPV->HoldForm(kseImHold(0, z,z,sigmapV) ) )


TRREHOldic sigmav, sigmapl Uo. Ul, पhiU, ohif, Twl//Releagehold//ReleaseHold//N:





Thht

(* Expand for some unknown reason keeps in a form for DTihatR to be in Ret? Im form*)


glhat[r_, z_, V, PV, UO.UL, PHIU, PHIT, 0] =-DT1hatR\{r,z,V,PV, UO, UL, PHIU, PHIT, 0];

Int TihatROI[z_, V. PV, VO. UL, PHIU, PHIT, TN_) =

NuC \(\left[I_{-}, V, P V, U 0, U L, P H I U, P H I T, T W_{-}\right]=\)

(*/ Compl exExpand") //N:
(* CAN'E Do this. cannot specify PHIT and TW independent of phiv and U1:1!!
Int Thatroi(z.,V.PV, U0, U1_, phiv_, PHIT, Tw_)=

\(\mathrm{NuC}\left[z_{-}, \mathrm{V}, \mathrm{PV}, \mathrm{UO}, \mathrm{U} 2 \ldots, \mathrm{phiU}, \mathrm{PHIT}, \mathrm{Tw}\right]=\)
 (*//ComplexExpand \(-1 / / \mathrm{N}\)

1"OTlhat TwhatR[r_, z_, V, PV, UO, U1_, phiU_, Twhat_) =

IntT1hatROIIz_, V, PV, UO, U1_, PhiU_, Twhat_ =



IneThatRO1[z,V,PV, UO, U1, phid, Twhat [U1, phiU, EO) 1 ])
( \(/ / /\) ComplexExpand \(/ / \mathrm{N}^{+}\));
俗




（＊）：（：く：＊



rholreholdir，z，t，sigmav，sigmapl，Co．Ul，Dhil．Dhit，Tw］／／Releasehold／／ReleaseHold／／N：

（－vheta：－


hetolvir
：＂：人＂：











IntuOhatR（z＿，V，U0＿，U1＿，phiU＿）＝2 Integratelr what（r，z，V，Uo，Ul，phiU），ri／／ComplexEmand





 （＊2pi is for integration around circumference＊



EDts：DragRysstaretotalDragRMS（V，U0，UL，PHIO）＊dragostar；


kseReOOzV－＞Hold（kseReHold（0，0．2，zigmaV1），kseIm00zV－＞Hold（kseImHold（0，0，2，sigmaV］）
 Hold（mRatioImHold（ \(\{2,2, \operatorname{sigmapl}\},\{2,1\), sigmapV \(), z\}\) ．
 Hold（mRatioImHold（ \((1,1\), sigmaV \(),(1,1, s i g m a V), 2])\)

 HoldimRatioImHold（ \((3, x, s 1\) gmaPV），\(\{3,1\), sigmaPV），z）\(\}\) ）
 Hold（mRatioImHold（ \(2, \pm\), sigmapV \(\}\) ，\(\{2,1, s i g m a P V), z)!) ;\)


（有

－＊＊

aDOIm－＞HoldForm（kseImHold（0，\(, z, s i\) gmal）
ODORe－＞HoldForm（kseReHold \(10,0, x\), sigma））．
bDOIm \(\rightarrow\) HoldFocmalkeImHold（0，0，z，sigmali）；


\(d \operatorname{dEe}\left(r_{-}, z_{-}, E_{-}, V, d(0), d(1), P H I U\right)=d O R e(r, z, t, V, d(0), d(1), P H I U):\)

Save（filenamehxfr，＝hetal，pl，rhoi，Ti．u0，vo）
－Morer＝as：－；
（＊\｛（eps，Va，Pr，UL，PHIU，M，appPRatio），（FO，（PHIT．TW）\}, Date) -)

If（kindSysten＝＝OPT，Print［EileNameopthx\｛r］．，Priat［fileNameBPTHXfr］）；

D1Relo．．2．V．PV．U0．CL，PHIU，PHIT．TW），N（Disconbynampinch（0．01／iInchl，
vORef．8，0．0，V．PV，UO，UL，PHIU，PHIT，01，UORE［．8，O，O，V，PV，U0，UL，PHIU］．
（T1Reio，0．．1，V，PV，U0，UL，PHIU，PHIT，0），T1Re\｛0，0．2，V，PV，UO，UL，PHIU，PHIT，O）
TIRelo．0．．3．V．PV，UO，UL，PHIU，PHIT，01J］）
（\｛（BPT，0．002，1，0．703，0．70266，0．，n／aphiU， \(\left.\left.3.78910^{-6}, 4.3110^{-9}\right),\{1.006,1.007,1.00669\}\right\}\) ，
（10．001，（ \(0.1022,0.000203363\) ）， 7.02719 ）．（ 0.00476915 Amp dyne， 0.00338034 （tuben－1）dyne， 0.0197349 w）．
（BPT＜＞21，2，21，18）
\(\{10.317212,0.485368,0.46813\}, 0.485313,0.002,0.0722032\), uRe[0.8, 0, 0, 0.56419 SGre[Pi],
\(0.472932 \mathrm{Sazt}\left|\mathrm{P}_{1}\right|, 1 ., 0 .,-0.31\)
(0.0297984, 0.0133024, -0.00827462) )
(CC. OPT, 0.698, 6.016 10E-7, 0.703, 0.66, -0.1. 0.003208, 1.427, 1.808), (2.7559 10E6. (-0.125, 0.00407989)). (1994, 8. 24. 17, 7, 5) \((\{2.97577,2.68448,1.36781), 2.68702,0.111111,2.76102,0.36,11.25176\) 10E-7, -3.63274 10E-7, -7.12965 10E-7)
(* phasors *:

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{10.00476915 A} & \multicolumn{3}{|l|}{dyne. 0.199157 (tube^-1) dyrne.} & \multicolumn{3}{|l|}{\multirow[t]{2}{*}{}} \\
\hline Phasors: & Aup & PHI & Twhemp & PHITW & & & \\
\hline vo & 1. & 0 & & & & & \\
\hline L0 (z=.5) & 0.951 & -0.05 & & & & & \\
\hline W0(zx,7) & 0.959 & -0.0706 & & & & & \\
\hline LO(2x.85) & 0.975 & -0.0856 & & & & & \\
\hline UL & 1. & -0.1 & & & & & \\
\hline P1 & 0.805 & -0.0116 & 0.883 & -0.026 & & & \\
\hline TiRe(0) & 0.318 & -0.0137 & 0.353 & -0.0264 & & & \\
\hline TiRe(1) & 0. & & 0.32 & -0.0392 & & & \\
\hline Tlhat(0.z) & 0.318 & -0.0137 & 0.353 & -0.0264 & & & \\
\hline Tihat(1.2) & 0. & 0 & 0.32 & -0.0392 & & & \\
\hline Tlbulk & 0.272 & 0.0176 & 0.343 & -0.0256 & \(0.2706+0.03006 I\) & \(0.339-0.05502 \mathrm{I}\) & \\
\hline DTI & 0.272 & -0.482 & 0.0368 & -0.393 & -0.271-0.0301 I & \(-0.0288-0.0229\) I & \\
\hline u0p1 ( \(2=0\) ) & 0.403 & -0.0058 & 0.401 & -0.013 & & & \\
\hline voism.8) & 0.0743 & -0.845 & 0.0504 & -0.856 & & & \\
\hline 91 \(15=1\) ) & 2.59 & -0.879 & 0.35 & -0.79 & & & \\
\hline glnat (1, z) & 12.59 & 0.121 & 0.35 & 0.21 & 2.87988 - 1.78154 I & 0.086617 + \(0.339135=\) & \\
\hline NuCSimple & 9.51 & 0.603 & 9.51 & 0.603 & -7.58476-5.74094 I & -7.58476-5.74094I & \\
\hline Nuc & 9.51 & -0.397 & 9.51 & -0.397 & -7.585-5.741 I & -7.585-5.741 & \\
\hline fc(0) & 1.15 & 0.676 & & & \(-1.138+0.1741\) I & & \\
\hline \(\mathrm{fC}(\mathrm{z})\) & 1.15 & 0.476 & & & -1.138 + 0.2741 I & & \\
\hline
\end{tabular}

(* Enthalpy fitreaning and Phasern")
    (- Prelim -)
    Calce
        :u1
twotimesuotinvgTemplate \(=\) uohartemplase * Tihatcctemplate //ComplexExpand:

twotimesuotireavgTemplate \(=\) twotimesuDT1AvgTemplate -I Coefficient[twoti

uorirenvgFlux|r_, z_, sigmaV_, sigmapV_, Uo_. Ul_, phiv_, Dhit_, Tw_ \(:=1 / 2\) *

















(* rotl at \(r=0\) *)
AxialhFlowid \(\left[z_{2}, 0\right)=2\) Integratel \((x\) uOTlEpsReAvgFlux \(10, z, V\)
AxialhFlowlostar \((2,0]\) zhoscriow


AxialmFlowldStarNormalized \(\left[z_{2}, T W l=A x i a l H F l o w 1 D S t a r[z, T N] / x S e c t A r e a S t a r: ~\right.\)
    \(\therefore\) weitht requl \(\because:\)
wotimesuoplAvgTemplate \(=\) uhat emplate * plhatcctemplate //ComplexExpand;
worimesup
tworimesuop1ReAvgTemplate \(=\) twotimesuOpiAvgTemplate, -I Coefficient (twotic


    ,






AxialuoplFiowStar \(\left.1 z_{-}, T W^{\prime}\right\}=\) hoseFlow


MaxWorkAmpStar 10,31 =hOscFlowoScar*MaxworkAmp
MaxWorkAmpStarNormalized \((0,0)=\) MaxWorkAmpStar \((0, i) / x S e c c A r e a S t a r ;\)

MaxWorkAmpstar \((1,0)=\) hOscFlowosear"MaxworkAmp:
MaxWorkAmpStarNormalized[1.0| MaxWorkAmpStar[1.01/xSectAreaStar;


RaxWorkAmpsear (1, Tw) xhoscflowostar*MaxworkAmprw
MaxWorkAmpStarNormalized [1, Twi) MaxWorkAtupStar (1, Tw] / xSectAreaStar:

twoTimesuOplVolavgTemplate \(=\) uhatTemplate plVoihatCCTemplate//ComplexExpand
twoTimesuOplVolreavgTemplate \(a\) twotimesuOplVolavgTerplate \(-I\) Coefficient(twoTimesuOplVolavgTemplate, Il

ewotimesuopivolreavgTemplate/. Union[uOAssign, plVolissign];

EwotimesuopivolreavgFiwcholdir, z, sigmav, sigmapv, Uo, Uh, phiU, phit, Tv///ReleaseHold//Releasehold//Reieagehold//N;



u0p1volflowstar (z_.0) xhoserlowostar*u0plvolplow (z, 0):




(*


 uOp

twoTmesu0rho \(A\) AvgTemplate \(=\) uChat Template . sholhatcctemplate //Complextupand


wotimesuorholReAvgTemplate/. Union(u0Assign, plassign. TiAssign)

twoTimesuorhoiRenvgFlucholdio, z, sigmaV, sigmapV, vo, U1, phiU, phit, Twl//ReleaseHold//ReleaseHold//Releasehoid//N



גxialu0rholflowStar \(\left[z_{-}, 0\right)=\) hoscFlow Star-AxialuorholFlow \((z, 0)\);




:* Man "
twotimesvorlavgTemplate \(=\) vohatremplate - thatcctemplate //Complexexpand;
twoTimesvoriReAvgTemplate \(=\) EwotimesvotiAvgTemplate - I Coefficient[twotimesvotiAvgremplate, I].

twotimesvoti ReAvgTemplate/. Union(vOAssion, T1Assion!

ewoTimesvOT1ReAvgFluxhold[r,z,sigmaV, sigmapV. Uo, Ul, phiU, phit, Tw)//Releasehold//ReleaseHold//Releasehold//N



\section*{Phasors}
(\{108T, \(\left.\left.0.002,100,0.703,70.266,1,-2.1,3.78910^{-6}, 4.3110^{-9}\right),(1.002,1.004,1.00413)\right\}, 1100 .\).
\(\{-0.03918,0.319915\} .7026 .6\}\),
\(\{0.00476915\) Amp dyne. 0.199157 (tube^-1) dyne. 1.97349 w ). (OpT<>100., 3, 15, 19)\}

-Graphics-

\section*{Enthendy Fiow plote}


\(\begin{array}{lll}(1090 ., & i-0.03918, & 0.319915), 7026.6\},\end{array}\)
(0.00476915 Ang dyne, 0.199157 (tuben-1) dyne, 1.97349 w), (OpT<>200., 3, 25, 191)


Href: = hOscFlowoStar \(=1.97349 \mathrm{~W}\)
Crosssectionalarea \(=2.09436 \mathrm{~cm}^{* 2}\)
blue is iso, red is thin wall, green is radebaugh, purple is local area integrated plup flow-work
tixinininixinn=
AxialHFlow(1/eps) vs \(z\)

AxialliflowStar (w/eps) vs \(z\)
Axial HFiowStarNormalized ( \(\mathrm{W} / \mathrm{em}\)-2eps) vs \(z\)
HF1 ow/uOp1FlowWork(W/W) vs \(z\)
uOT1 (1/eps) vs \(t\) for isothermal wall
vorl (1/eps) vs \(t\) for thin-wall







\(q^{*}\left(W / \mathrm{cm}^{\wedge} 2\right)\)


Liveing

(totaldraganpo, totalDragrus/tube, HOscFlowOStar), date)scalingNames
(110pt, 0.002, 100., 0.703, 70.266, 1., -0.1. 3.789 \(10^{-6}, 4.3110^{-9}\), \{1.002, 1.004. 1.00413\}), \{200., \{-0.03918, 0.319915\}, 7026.6\}.
\{0.00476915 Amp dyne, 0.199157 (Euben-1) dyne, 1.97349 w\(\}\), (OPT<>100, 3, 15. 19\}), scaling
-- inches:
Lw \(=0.321453\) in: \(L=3.93701\) in; tubethickness \(=0.00193031\) in; pisconDynampinchaco \(=0.00787402\) in: pistonbyampinchatL \(=0.00787402\) in


cotaidragAmpl \(10=0.00476915\) dyne: totalDragRMS/tube \(=0.199157\) dyne
- pARAMETER LIST (for use in exporting to plot routines

solution of tw at phit for continuity of geat flux at gas/tube botndary
\(\mathrm{TW}=0.319915\) at \(\mathrm{PHIT}=-0.0391796\)
- random time check. all values for th should be the same
tRandom \(=0.657914\)
HIT \(=-0.0391796\)
PHIT \(=-0.0391796,0,0 ., 10 .\), B.3825, 1., 1., \(-0.1,-0.0391796,0.0091411,0.1,1.1\).
Twall!1., 0. 0.125, 10., 8.3825, 1., 1.. -0.1, \(-0.0391796,0.0091411,0.1,1.1\).
Twaill1, 0, 0.25, 10., 8.3825, 1., 1., -0.2, \(0.0391796,0.0091411,0.1,1.1\).
Twalli1., 0. 0.5, 10., 8.3825, 1.. 1., -0.1, \(-0.0391796,0.0091411,0.1,1.1\).
Twal112., \(0.0 .657914,10 ., 8.3825,1,1,-0.1,-0.0391796,0.0091411,0.1,1.1)\)
essel \(F \times n\) Accuracyz 1 (V) ;BesselJ; (ber+I bei): modsesselJHold; Argument->infinity approximations)

Bessel Accuracy \(\mathrm{Hi}=(19.999999\); \(1.01552483,1.01552483 .1 .01552483,1.00386903\),
\begin{tabular}{|c|c|c|c|c|}
\hline & Amp & PHI & TWAmp & PHITW \\
\hline vo & 1. & 0 & & \\
\hline UL & 1. & -0.1 & & \\
\hline pl & 0.805 & -0.0116 & 0.883 & -0.026 \\
\hline T1 \((r=0)\) & 0.318 & -0.0137 & 0.353 & -0.0264 \\
\hline T1 \((r=1)\) & 0. & & 0.32 & -0.0392 \\
\hline y0 ( \(\mathrm{r}=.8\) ) & 0.0743 & -0.845 & 0.0504 & -0.856 \\
\hline
\end{tabular}
- non-dimensional scaling variables calculated:
\(\mathrm{Va}=100 .: \operatorname{Pr}=0.703 ; \mathrm{Pr}^{*} \mathrm{Va}=70.2663 ; \mathrm{S}=500\).: \(\mathrm{FO}=100 . ; \mathrm{EL}=0.00600497 ; \mathrm{M}=3.78929: 10^{-6} ; \mathrm{ReO}=4.89902\)
\(\mathrm{p} 0=1\) : \(\operatorname{TO}(z]=1\); \(\operatorname{shoO}[z]=1\)
- non-dimensional variables used in complex solution:


archive
Erathiby Tlux Flade
\(\left\{\left(\right.\right.\) COPT, \(\left.0.002,100 ., 0.703,70.266,1,1,-0.1,3.78910^{-6}, 4.3210^{-9}\right\},(1.002,1.004,1.004131), 1100 .\). \(\{-0.03918,0.319915\}, 7026.6\}\).
(0.00476915 Ant dyme, 0.299157 (tuben-1) dyne. 1.97349 w). (OPT<>100., 3. 15. 19\}\}

-Graphics-

\(r=0\)

\section*{-Graphics-}

Eithatin Flux plot:
Isothermal and thin wall comparison at \(2 * 0\). 5. 1
(\{10FT, \(\left.0.002,100 ., 0.703,70.266,1,-0.1,3.78910^{-6}, 4.3110^{-9} 1,11.002,1.004,1.004131\right\},\{100 \ldots\) \((-0.03918,0.319915), 7026.6)\).
(0.00476915 Amp dyne, 0.299157 (tube^-1) dyme. 1.97349 W . (OPT<>100., 3. 15. 19))



- : hat: nine at: wa:

If[kindSystem==OPT. Print (filenameopthxfz]. Print[filenamenpthxfr]);


 Dashing [ \(0.03,0.0311]\) ). PlotRange->A11);



 Plotrange->Aill:
(* \{(Thesis, OPT, eps, V, P, PV, UL, PHIU, M, IsopressRatio, adivolpr, CLadipracio), (F, \{PHIT, TW]\}, (HOscFlow ). (date) ; ;
(110FT, \(\left.\left.0.002,100.0 .703,70.266,1,-0.1,3.78910^{-6}, 4.3110^{-9}\right\}, 11.002 .1 .004,1.00413\right\} 1,1100\). \((1\) (OFT, \(0.03918,0.319915) .7026 .6)\),
(0.00476915 Amo dyne, 0.199157 (tube^-1) dyne, 1.97349 w ). (OPT<3100.. 3, 25, 19)\}
\(\left\{\left(\right.\right.\) OPT, \(0.002,100,0.703,70.266,1,1,-0.1,3.78910^{-6}, 4.3110^{-9}\), (1.002, 1.004, 1.00413) ), (200... \((-0.03918,0.319915) .7026 .6)\).
(0.00476915 Amo dyrue, 0.199157 (tuben-1) dyne, 1.97349 W\(\}\), (OpT<>100., 3. 25, 29))



TWEAL at wat
(* TW vs Fo *)
fixindSystemz=OPT, Print [fileNameopthxfr], Print [fileNameBpTHXfr]];


( 0.00476915 Ano dyne, 0.199157 (eube^-1) dyne, 1.97349 W ), (0pT<>100., 3. 15. 19) \()\)

-Graphices-
(*Phit vs Fo *)


(* Code for Graphics Plots *

\(\left\{\left(\left\{0 \mathrm{PT}, 0.002,100.00 .703,70.266,1,,-0.1,3.78910^{-6}, 4.3110^{-9}\right\},\{1.002,1.004,1.00413)\right\},\{100 . .(-0.03918,0.319915\}, 7026.6\}\right.\).


\section*{PPhatorplot}

Global PhasorPlot
PhasorPlot [A11, 31.83098385134257*Pi, 1.. -0.1, \(314.1578982435413 /\) Pi) \(=\)
Graphics ( \((\) tine \((\{(0,0),\{-7.584757533613621,-5.740944894744813)\) ) \()\), (Dashing \((0.03,0.03) 1\), Line( \((10,0),(0.3165449091259993,-0.02735771620622396))])\) (Dashing \(\mid(0.005,0.02,0.03,0.02\} 1\). Linel( 00,0\()\). ( \(1.879881736290323,1.781540335669683)\) ) 1\()\)
 (Dashing (0.01,




 (RGBCOLOr(1. 0. 0), Linel(io. 0), ( \(-7.58475753361362,-5.740944894744814\}\) )]),


Displayfunction : \(>\) Identity, Coloroutput \(\rightarrow\) Automatic, Axes \(\rightarrow\) Automatic, Axesorigin \(\rightarrow\) Automatic, Plot Gabed \(\rightarrow\) None, AxesLabel \(\rightarrow>\) None
Ticks \(\rightarrow\) Automatic, Griduines \(\rightarrow\) None, Prolog \(\rightarrow\) [ \(\}\), Epilog \(\rightarrow\) (1), AxesStyle \(\rightarrow\) Automatic. Background \(\rightarrow\) Automatic, Defaultcolor \(\rightarrow\) Automatic, Defaultfont :> SDefaultFont. RotateLabel \(\rightarrow\) True. Frame \(\rightarrow\) False, Framestyle \(\rightarrow\) Automatic. FrameTicks \(\rightarrow\) Automaric. FrameLabel \(\rightarrow\) None, PlorRegion \(\rightarrow\) Auromaricl)

PhasorPlot (NuC, \(31.83099385134257^{\circ}\) Pi, 1., -0.1 , of
Graphics!\{Line [(10. 0). \(\{-7.584757533613621,-5.740944894744813\})]\),
 (Dashing \([(0.01,0.01)]\), RGBColor \(0,1,01\), Linel (io. 0). (1, 0) 1 ) \()\),

 (Displaypunction \(\rightarrow\) Identity, PlotRange \(\rightarrow\) Automatic, Aspectratio \(\rightarrow\) GoldenRatio (-1), DisplayPunction : \(\rightarrow\) Identity. Coloroutput \(\rightarrow\) Automatic,
 AxesStyle \(\rightarrow\) Automatic, Background \(\rightarrow\) Automatic, Defaultcolor \(\rightarrow\) Auromaric, Defaulcfont is \(\$\) Defaultront, Rotatetabel \(\rightarrow>\) True, Frame \(\rightarrow\) False. FrameStyle \(\rightarrow\) Automatic. Frametickg \(\rightarrow\) Automatic. Framelabel \(\rightarrow\) None, PlocRegion \(\rightarrow\) Automatic)


 (Dashing \(\{10.01,0.01)\}\), RGBCOlor(0, 1, 01, Line( \((10,0),(1,0)\} 1)\).
 (Dashing [ \(10.02,0.02)]\), RGBColor \(0,0.1]\), Line \((1(0,0), 10.3390299606637685,-0.05501704229984794\}) 1)\)
 (Displayfunction \(\rightarrow\) Identity. PlotRange \(\rightarrow\) Automatic, AspectRatio \(\rightarrow\) GoldenRation(-1), Displayfunction :> Identity, ColorCutput \(\rightarrow\) Automatic. Axes \(\rightarrow\) Automatic. Axesorigin \(\rightarrow\) Automatic. Plottabel \(\rightarrow\) None, Axembabel \(\rightarrow\) None, Ticks \(\rightarrow\) Automatic. Gridlines \(\rightarrow\) None. Prolog \(\rightarrow\) ( \(\rightarrow\), Epilog \(\rightarrow\) () Axesstyle \(\rightarrow\) Automatic. Background \(\rightarrow\) Aucomaric, Defaulccolor \(\rightarrow\) Automatic. Defaultfont is sDefaultfont, Rotatelabel \(\rightarrow\) True, Frame \(\rightarrow\) False Framestyle \(\rightarrow\) Auromatic. FrameTicks \(\rightarrow\) Automaric. FrameLabel \(\rightarrow\) None, PlocRegion \(\rightarrow\) Automatic)

\section*{PhasorPlot[PTU, 31.83098385134257*Pi, 1.. -0.2. 314.1578982435413/Pi] =}

 (Dashing ( 1 ) \()\). RGBColor \(10,1,11\), Line ( \((10,0),(0.803281420362929,-0.05861243832123366)) 1\) )


 Aspectratio \(\rightarrow\) coldenRation(-1), DisplayFunction : \(\rightarrow\) Identity. Colorourput \(\rightarrow\) Automaric, Axes \(\rightarrow\), Automatic, Axesorigin \(\rightarrow\) Automatic, PlocLabel \(\rightarrow\) None, Axestabel \(\rightarrow\) None, Ticks \(\rightarrow\) Automatic. GridLines \(\rightarrow\) None, Prolog \(\rightarrow\) \{ \(\}\). Epilog \(\rightarrow\) ( \(\}\), AxesStyle \(\rightarrow\) Automatic, Background \(\rightarrow\) Automatic, Defaultcolor \(\rightarrow\) Automatic, DefaultFont ;> spefaultFort, RotateLabel \(\rightarrow\) True. Frame \(\rightarrow\) False, FrameStyle \(\rightarrow\) Automatic. FrameTicks -> Automatic, FrameLabel \(\rightarrow\), None, PlorRegion \(\rightarrow\) Automaric)l
? PhasorPlotBlack
Global PhasorPlotBlack
PhasorPlotBlackiNuC, 31.83098385134257*P1, 1.. -0.1. 0 =
Graphics l(ilinel( 10,0\(\},\{-7.584757533613621,-5.7409448947448131)\}\),
 (Dashing \((10.01 .0 .01)]\), Line ( 1 (10. 0 ) , \(10.809016994374948,-0.5877852522924733)] 1)\),

Dashing

 Frasmestyle \(\rightarrow\) Automatic. FrameTieka \(\rightarrow\) Automatic, Frametabel \(\rightarrow\) None, PlotRegion \(\rightarrow\) Autonatic)]

PhasorplorBlackiNuC. \(31.83098385134257+\) Pi, 1., \(-0.1,316.1578982435413 / P i \mid=\)
Graphics (\{(Linel(io. 0), \{-7.5847575336i361, -5.740944894744814) \})),


 \{Dashing \((10.03,0.03\}]\), Line ( \((10.0)\). \(\{-0.02876004518396047,-0.02294422494300133\}) 1)\}\).
(DisplayFunction \(\rightarrow\) Identity, PlotRange \(\rightarrow\) Automatic, Aspectratio \(\rightarrow\) Goldenfatio (-1), DisplayFunction : \(\rightarrow\) Identity, Coloroutput \(\rightarrow\) Automatic, Axes \(\rightarrow\) Automaric, Axesorigin \(\rightarrow\) Automatic. PlotLabel \(\rightarrow\) None, NuesLabel \(\rightarrow\) None. Ticks \(\rightarrow\) Automatic, GridLines \(\rightarrow\) None, Prolog \(\rightarrow\) (\}, Epilog \(\rightarrow\) ()
 Framestyle \(\rightarrow\) Automatic, FrameTicks \(\rightarrow\) - Automatic. Framelabel \(\rightarrow\) None. Plotregion \(\rightarrow\) Automatic)
PhasorflotBlack[PTU, \(31.83098385134257 n \mathrm{Pi}, 1 \ldots-0.1,314.2578982435413 / \mathrm{Pi}]=\)
 (Dashing (l) \()\) Line ( ( \(10,01 .(0.803281420362929,-0.05861243832123366)\) ) \()\) (Dashing ( \(10.02,0.02)\), Line \(((10,0),\{0.871707058032187,-0.1436918561245787)\})]\),

(Dashing \((10.02,0.02)\), Line (ion \()\) (DisplayFunction \(\rightarrow\) (Display/\$Display, ,
 Prabol \(\rightarrow\) Spefaultpont, Rotatelabel \(\rightarrow\) True, Frame \(\rightarrow\) False, FrameStyle \(\rightarrow\) Automatic Eackground -> Automatic. Defawnelabel \(\rightarrow\) None. FlotRegion \(\rightarrow\) Automaric)l
```

Graphics[({(Line|{{-1, -1.927863365411739), (0.802488661624436, -0.749019990592986), {1.1000832182914, -0.557442162235803},
(1.275023265322688, -0.470051901193316), (1.399385249546218, -0.4196936259076566). (1.495948843144022, -0.3869530852775928),
(1.275023265322688, -0.470051901193316), {1.399385249546218, -0.0.96936259076566), (1.641680632207503, -0.3469931894273173}, {1.699548677948487, -0.3339242959739331)
(1.750604808323138, -0.3235644698694219), {1.79628516981876, -0.3151533050972453), (1.837614739188246, -0.3081900048869743),
{1.875350696579289, -0.3023314621012289), {1,910068287208911, -0.2993348150100153},{1,942214810694346, -0.2930233835759382},
1.972144959458221., -0.289265596918928}, (2.00014474070519, -0.2859614814760841, {2.026448140455147, -0.2830337261160283),
(2.051249021610516., -0.2804216135760304), {2.074709803628545, -0.2780768007838732), {2.096967915078924. -0.2759603231885111},
(2.118140671487759. -0.2740404283127287),, {2.138329018246402,, -0.2722909827598751), (2.157620441425085, -0.2706902832036441),

```

```

    PlotRange ->> {{-1.079402281476392, 2.255493540532073); (-2,96932944562712, AspectRatio -> GoldenRarion(-i), DisplayFunetion :> Identity
    McesOrigin -> {-1.079402201476392, -1.969329445627721}, PlotRange -> All, Aspectratio >> Goldmaration(-i), DisplayFunction :A Identity,
    Coloroutput ->> Automatic, Axes ->> Automatic, AxesOrigin ->> Automatic. PlotLabel ->> None, AxesLabel ->> None, Ticks ->> {LogScale, LogScale)
    Griduines -> None, PraltFont, RotateLabel -> True, Frame -> False, FrameSryle -> Automatic, FrameT;ciss -> (LogScale, LogScale, LogScale. LogScale)
    DefaultFont i> SDefaultFont, RotateLabe, -> T
    Clear{PhasorPlot, PhasorPlotBlack, AmpPlot, ArgPlot, AmpPlotTw]
(* maen Flus Pield *)
* -abcuhatians *:
rhoSuSAvg: Axisl gecondary mass thux

```

```

twoTimesDrhoOuOuOZAvgTemplace = D[rhoo[z] u0hatTemplate u0hatccTemplate, 2]//Complexkxpand:
cwoTimesDrhoOuOuOZReAugTemplate =

```


```

    //Rel easehold//ReleaseHold//N
    zReAvgFIux[r,z,V,v0,UL, PHIU1//Expand;
    ```

```

axialStress|r_, z_l=I
!* q3[r_, z_ )=Integrate(r * axialStress (r,z], z]//Expand; ")(*don't really need r-dependence
coded here for completeness")
G3{z_] mIntegrate[r - axialStress{r,z],{x,0,1}|//Expand:

```

```

twoTimescho0u0u0AvgTemplate x (rhoo(z) uOhatTemplate u0hatCCTemplate) //ComplexExpand;
twoTimesrhoOuOuOReAvgTemplate = (twoTimes_hoOuCu0AvgTenplate - I Coefficienc(twoTimesrho0.0u0AvgTemplate.I|):

```


```

                                    /ReleaseHold//ReleaseHold//N
    ```

```

rhoDu0uOReAvgFlux[r_,z_,V,U0,UL, PHIU] = rhoou
localReymoldsStress[z_]xIntegrate|r*rholuOUOReAvgFlux|r,z,V,VO,UL, PHIV],{r, 0,1]|//Expand;
RMSReynoldsStress{z_)=Sart{localReynoldsStress{r]);

```

tworimesthoOvou 0 nvg enplace \(=\) rhoo (x) vohatTemplate uohatcctemplate //ComplexExpand;
twoTimesrhoovou0ReAvg'template \(=\) EwoTimesrhoOvOuOAvgTemplace - I Coefficient [twotimes:hoovouoavgTempiace, If;











\(j 3[2, T W]=\) (*don't really need \(r\)-dependence \(\ldots\) coded here for completenass*)
1- Mass E.J.
EwotimesrholuoAvgTemplate \(=\) zhoihatrempiate uoharccremplate //ComplexExpand;


                                    UnionIDiAsEign, TiAssign, UOAssign.









rhooulavg \(\left(r_{-}, z_{-}, 0\right)=\) Power \(\left.\mid V, 2\right)(\) (axialstyess \((r, z)\)-axialstress \(\left.\mid 1, z)\right)+(\) zadialstress \((r, z, 0)-\)


                        radialstress(1.z.TW)) \(\left.\left(r^{\wedge} 2-1\right) \mathrm{K}(r, z, T W]\right) / /\) Expand:


rhosvSavg: cadiai smencary mass tivix


rhoSvSAvg \(\left[x_{-}, z_{-}, T W\right)=-1 / r * \operatorname{Incegrate}\left(\Sigma^{*} D[\right.\) hhoSuSAvg \(\left.[z, 2, T W], z], r\right] / /\) Expand;
;* Gaccal xmse raverang - rholvo *!
tworimescholvOAvgTemplate = rhoihatTemplate vohatccTerplate //ComplexBxpand;
twotimesholvoreavgTemplate = tworimesrholvonvgTemplate - I Coefficient(twoTimesrhoivoAvgTemplate, I);
 union(plassign, Thassign, voAssign]:
sholv0ReAvgFiux (r_, \(z_{-}\), sigmav, sigmapV_, Uo \(\left., U 1_{-}, p h i U_{-}, p h i T_{-}, T w_{-}\right):=\)
1/2 twotimes FhoivoreavgFiuxHold!r,z,sigmav, sigmapV, Uo, पi, phiv, phit, Twi //ReleaseHold//ReleaseHold//N;
rholvOReAvgFlux|r_, z_, \(0 \mid=\) rholvoreavgFlux[r,z,V,FV, UO, UL, PHIU, PHIT, 0]//Expand:


rhoovilavg \(\left(r_{-}, z_{-}, T W\right) *(\) rhosvSAvg \((r, z, T W)-\Sigma h o l v O R e A v g F l u x(x, z, T W 1)\) :
(*) Fidss *

```

                Print[fileNameBPTHX{r]|:
    iming(masgFlux (1, meanSteady, 0) =Plotvectorfield!(rhoSuSAvglr,z,0), rhosvSAvg(r,z,0)), (z,0,1),(z,0,1),
Aspecerario->1/3.DisplayPunction->Identltyl|;

```

```

AspectRatio->1/3,DisplayFunction->Identieyll:
Show [(massFlux[1,meanSteady,0], 1iner{(0,1),(1,1)], texcer), DisplayPunction->SDisplaypunction]
Show:(massFlux[1,meansteady.TW), liner{(0.1),11,1)], texter),DisplayFunction->SDisplayFunction
([OPT, eqs, Va, Pr, Vapr, UL, PHIU. M, LAMBDA, IsopressRatio, AdipressRatio, CladipRaEio),
(FO. (PHIT, TW), VaPrFO)
(totalDragAmpo, totalDragRuS/rube, HOscFlowoSear). date
(totalDragampl, totaldragRuS/tube, hoscFlowosear), date)
(0.00476915 Amp dyne, 0.199157 (tube^-1) dyne, 1.97349 W}. {OPT<>100., 3, 15, 19)}
r=1

```

```

$r=0$
-Graphics -
$r=1$

```

```

$r=0$

```
-Graphics -


-Graphics -
```

                                    r=1
    ```

```

$r=0$
-Graphics -
[* Ficts - (* of mass flux at a given 2, Check for zero net mass flow *)

```

``` Print[fileNamespruxfri]
Block (iz=.5)
```



```
            PlotStyle->{{),{Dashing{(0.03,0.031),RGBColor{0.0.21} ,(Dashingi(0.005.0.02.0.03.0.02)],
            RGBColori.0.0) 
M|ORRange->All, AxesLabel->(*Y*,**)] (*rhoSuSAvg*)
({BPT, eps, Va, Pr, Vapr, UL, PHIU, M, LAMBDA, IsopressRatio, AdipressRatio, GLhdipRatio),
{FO, (PHIT, Tw)),
    (totalDragAmpO, totalDragRMS/tube, HOscFlowOStar', date)
*)
\(\left\{\left(10 \mathrm{FT}, 0.002,100,0.703,70.266,1 .,-0.1,3.78910^{-6}, 4.3110^{-9}\right.\right.\), (1.002, 1.004, 1.00413\}),
```

(200.. $\{-0.03918,0.319915) .7026 .6)$,
(0.00676915 גнр dyne, 0.199157 (tube^-11 dyne, 1.97349 w$)$. (OPT<>100., 3, 15, 191)

(51.9333 second. $2.5381210^{-16}$ )
ocher

PlotStyle->(\{RGBColor $10,0,1$ ) ), (RGBCOior $(0,1,0) 1$. \{RGBColor $11,0,01)\}$.

rhoSuSAvg

(* Plot of Integrated over area Transverse RMS Reynolds Stress (integration $z$ )


archive
OTHER FLOW COMPORENTS
(* Steady rhooulflux Field *)





(totaldragAmpo, totaldragRMS/tube, HOscFlowOStar), date)


saborted

160.8833 Second, -Graphics-1
(* steady rholuorlux Field ")




(\{BPT, eps, Va, pr, Vapt, UL, PHIU, M, LAMBDA, IsopressRacio, adipressratio, CLAdipratio), \{Fo, \{PH:T, TW\}\}.
(totalDragAnpo. totalDragRMS/tube, HOscFlowOSter). date)
(\{(BPT, 0.1, 250., 0.703, 13.254, 0., n/aPhIU, 0.0003158, $\left.\left.5.9810^{-7}\right\},(1,222,1,397,1.4\}\right),(20 .,(-0.288569,0.490179)\}$,

2
2
\{43.1333 Second, -Graphics-\}

(45.2667 Second, -Graphics-)

## (* Isothermal flow movie *)

 Timing (Dolvelfield (2, e, 0) $=$ PlotVectorField


(* thin wall flow movie *)
 Timing (Do (velField $(2, r, T w)=P 10 e v e c t o r F i e l d!$




## (* Mean-eteady Particle Velocity *)

- Causulations -


uOReavoretavgFiux $x_{-}, x_{-}, 01$ :=










vorerivoretavgFlux $\left[r_{-}, z_{-}, 0\right]:=$

voreziuOReTAvgfiux (r_, z, 0): $=$

EvORERIVOReTAvgFIux $\left[r_{-}, z_{-}\right.$, TW) $:=$

OVOReZILURETAYgFlux $\left[x_{-}, z_{-}\right.$, TW] : $:$




asplot $(12,5), 0]=$ Plot (rhoSuSAvg $(r, 5,0),\{r, 0,1)]$
uSP1ot (iz,1),0)=P1ot(rhoSuSAvg(r,1,0), (r,0,1)];






(*

H. Axes->True)

SuOReRIVOReTAvgFlucPlot (O. TW) \} ) |, Axes->True)
Show!Graphics [ DuOReZ:uORerAvgFiuxPlot(0)).Axes->True)
$\rightarrow$

-Graphics-

-Graphics-
Fr.4ve


showlGzaphics ( $(1$
\{Dashing ( $10.02,0.021)$, RGBColor $0,0,21$.vphugelot ( 5.01 ).
(Dashing ( $10.005,0.02,0.03,0.02]$ ), RGBColor $\{1,0.01$. vphvgPIot [1.0])

SVOReRIvOReTAvgFIuxplot [0.TW]])|l.Axes->True)
Show (Graphics [ (OvOReZ: uORe'raugFluxplot [0.0), \{Dashing ( $0.02,0.02$ )]. RGBColor [0.0.1].
DVOReIIu0ReTAvgFhuxplot[0,TW]) 1 , Axes-sTrue;
$* 1$
-Graphics-

-Graphics-
* Felds -
 Print [fileNameBPTHXfr])
 [ $\mathrm{r}, 0,1$ ]. Aspectratio->1/3, DisplayFunction->Identity]):
Timing [Darticlevelfield(1, meansteady, TW]=PlotVectorfield $\{\{$ upavg $[r, z, T W\}, \operatorname{vonvg}[r, z, T W]),\{z, 0,1\},(x, 0,1)$ AspectRatio->1/3.DisplayFunction->Identity) !
Show ( (particlevelfieid (1, meansteady, 0), liner $(\{0,1),(1,2)]$, texter), DisplayFunction->\$DisplayFanction)

\{lOPT, eps, Va, PI, Vapr, UL, PBIU. M, LAMBDA, IsopressRatio, AdipiessRatio, CLAdipRatio\}, \{Fo, \{PHIT. TW\}. Vaprfo\},
(tocaldragAnco, tocaldragRus/tube, Hoscflow0star), date\}


(0.00476915 Amp dyne, 0.199257 (tuben-1) dyne. 1.97349 W). (OPT<>100., 3, 15, 19))
(- 72 Solution - )
(* Calculations *)
LiAvg $\left[x_{-}, z_{-}, 0\right]=$ rhooulavg $[r, z, 0]$, rhoo $\{z] / /$ Expand;

Sulavgziz_, z_, 0) =D(u)Avg $(x, z, 0), z):$
rulavg $\left\{I_{-}, z_{-}, T W\right)=D(\operatorname{luLAvg}(r, z, T W\}, z) ;$

```
cwoTimesplu0AvgTemplate = DlhatTemplate " u0hatCCTmulate //ComplexExpand:
twoTimesplu0ReAvgTemplate = twoTimespiu0AvgTemplate - I CoefficiencitwoTimespluOAvgTenplace, I!:
```



```
    Union(plassign,u0Assign);
```



```
    twoTimesplu0ReAvgFlucHold(r,z,$igmaV, sigmapV,Vo,Ul. phiv.phiT,TV)//ReleaseHold//ReleaseHold//
        ReloaseHold//N
pluOReAvgFlux{r_, z_,V,PV,U0,UL, PHIU, PHIT, O) =pluOReAvgF1uxir, z,V,PV,U0,UL, PHIU, PHIT, 0]//Expand,
```



```
EpluOReAvgFluxz(r_,z_,0) =D{PluOReAvgFlux{r,z,V,PV, प0,UL, PHIU, PHIT,01, z];
CPluOReAvgF1ux: (r-.2-,TW]=D(PluOReAvgFlux[r,z,V,PU,U0,UL, PHIU, PHIT,TW],z);
wl{r_,z_,0] =Integrate[i/r * Integrate[f*(DulAvgz[r,z,0] +Dplu0ReAvgFluxz[r,z,0]),r ],y];
```



```
(*******************************)
```

viAvg(I_, $\left.z_{-}, 0\right]=$ rhooviAvg $[5, z, 0] /$ shoo $[z] / /$ Expand:
v1Avg $\left.I_{-}, z_{-}, T W\right]$ _rhooviAvg $[x, z, T W] /$ hoo $[z] / /$ Expand;
twoTimesplvoavgTemplate = pihat Template * vohatCCTemplate //ComplexExpand;
twotimesplvoreavgTemplate $=$ twotimesplvoAvgTemplate - I Coefficient (twotimesplvonvgTerfolate. Il

Urion(plassign, vohssign);






$\left.\left.T 2\left[x_{-}, z_{-}, 0\right]=(P V) \wedge 2(w][x, 2,0]-w 1[1,2,0]-w 2 \mid x, z, 0\right]-w 2[1, z, 0]\right)-$
CAPGAMOA~2 D(TOIz), (x,2) 1/4 (2-r^2)//Expand
$\left.\left.T 2\left[Y_{1}, z, T W\right) \equiv(P V) \wedge 2(W)[r, z, T W)-W 1(1, z, T W]+W 2 \mid r, z, T W\right]-W 2(2, z, T W)\right)$

1.

Print[filenameBPTHXfr)].

T2[r, 50, 0], T2[r, 75,0]


PlotRange->All, DisplayFunction->Identityl.
T2TW=Plot $\{(T 2 \mid x, 0.0 . T W 1, T 2[5,25, T W\}$.
T2[r, 50. TW $]$, T2 [5, 75. TW].
T2[r,1.0. TWi) $(x, 0,1)$.

PlotStyle->( (RGBColor (.6.0.0) ). (RGBColor
PlotRange->All, DisplayFunction->Identity)
Show ( (T2I so, T2TW), DisplayFunction->sDisplayPunction, AxesLabel->("z", ")

## -Graphics -

archive
ARCHIVE
(\{Thesis, OPT, eps, V, P, PV, UL, PHIU, M. IsopressRatio, AdiVolpr, CLAdipRacio), \{F, [PHIT, TW\}\}, \{BF10w0\}, (1995, 12. 13, 23, 2, 59)) (thesis, OPT, $0.1,22.5122,0.83825,18.871,0.3,-0.5,0.0006315,1.299 .1 .546,1,55319\},(0.000372373,\{-0.253,0.881585\}),\{500.081$ W) $\}$



## APPENDIX H EXPERIMENTAL DATA

The data presented are for Runs $1,2,5$, and 6 discussed in section 5. The columns are generally self-explanatory. The first two columns list the frequency and phase angle. The raw data give position and calculate axial particle velocity, which is then converted into dimensionless velocity. The system parameters $\varepsilon$ and $U_{0}$ are then listed. The calculated axial particle velocity corresponding to the measured position is in the next column. The final four shaded columns are used in the plots of section 5 . The first shaded column lists the single-point velocity, the second column lists the 3 -point running average of the single point velocity, and the third column lists the 5-point running average. The last column lists the corresponding calculated axial velocity.







|  | 年 |
| :---: | :---: |
|  |  |
|  |  |
| Hixituly |  |
| Hitment |  |
|  |  |
|  |  |
|  | Min |
|  | W |
|  |  |
|  | WH. W |
|  |  |
|  |  |
|  | Tlatat |
|  | Wrimb |
|  | \#1建 |
|  | HE! |
|  |  |
| $19$ |  |
|  |  |
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[^0]:    ${ }^{1}$ This is different from 'quasi-steady' flow which refers to periodic oscillations, or 'steady-state' flow which is absolutely constant in time.
    ${ }^{2}$ Anelastic flows are described in more detail by Sherman (ref. 1) and Paolucci (ref. 2).
    ${ }^{3}$ The arguments are similar to Boussinesq flow, except that the flow is driven by applied pressure forces instead of buoyancy forces.

[^1]:    ${ }^{4} \mathrm{http}: / / \mathrm{irtek} . a r c . n a s a . g o v / C r y o G r o u p / P T D a t a b a s e / d a t a b a s e . h t m ~$

[^2]:    ${ }^{5}$ Whereas in the BPT, enthalpy flow goes to zero at the closed end of the tube because the velocity goes to zero.

[^3]:    ${ }^{1}$ For additional references, see Sherman (ref. 1), White (ref. 63), or Bird et al. (ref. 64).

[^4]:    ${ }^{1}$ Periodic axial heat transfer at the tube ends is not considered here.

[^5]:    ${ }^{2}$ Entropy generation is different than accumulation which can come in at first-order if the flow of heat at each end of the tube is different. This would result in a bulk temperature transient. In this case, the first-order accumulation of entropy is given by $\bar{S}_{l}=\frac{\Gamma}{\operatorname{Pr} V a} \int_{S} \mathbf{n} \cdot \frac{T_{0, z}}{T_{0}} d S$ which requires the system to be heating or cooling.

[^6]:    'Phasors are complex vector quantities whose magnitude and angular position, when plotted in the complex plane, represent, respectively, the amplitude and phase angle of a sinusoid.

[^7]:    Figure 9. Effect of Va and Fo on pressure and temperature phasors for BPT $\left(U_{L}=0\right)$ and $O P T\left(\tilde{U}_{L}=1, \phi_{U}=-0.1\right)$. Reference
    velocity phasor $\hat{U}_{0}$ along real axis with unit amplitude.

[^8]:    Figure 14. Effect of PrVa and Fo on heat-transfer amplitude and phase angles for $O P T$ : $\left(\tilde{U}_{L}=1, \phi_{U}=-0.1\right)$. Reference velocity
    phasor $\hat{U}_{0}$ along real axis with unit amplitude.

[^9]:    ${ }^{2}$ The case $\phi_{U}=0$ and $\tilde{U}_{L}=1$ is incompressible flow, hence mean-steady flow is zero since $u_{0, z}=0$, that is, the Reynolds stresses are zero.

[^10]:    $\operatorname{PrVa}=70$

[^11]:    ${ }^{1}$ The "particles" tracked were more like "blobs," diffuse yet distinguishable.

[^12]:    ${ }^{2}$ The smoke comes off the wire nearly axisymmetric within a single plane perpendicular to the camera view. Subsequently, two "smoke blobs" can be tracked, one on either side of the centerline.

[^13]:    ${ }^{1}$ Equation ( C 1 ) can be rearranged into a more familiar form by multiplying through by Va , $\mathrm{Va}(\rho \mathbf{u})_{, t}+\varepsilon \mathrm{Va} \nabla \cdot(\rho \mathbf{u u})=-\frac{\varepsilon \mathrm{Va}}{\gamma \mathrm{M}^{2}} \nabla p-\nabla \cdot \tau$ where the quantity $\varepsilon \mathrm{Va}$ is the dynamic Reynolds number, Re ,
     equation in the form $\mathrm{Va}(\rho \mathbf{u})_{, t}+\operatorname{Re} \frac{\dot{r}_{\mathrm{K}^{*}}}{L^{\bullet}} \nabla \cdot(\rho \mathbf{u} \mathbf{u})=-\frac{\operatorname{Re}}{\gamma \mathrm{M}^{2}} \frac{r_{\mathbf{u}^{\prime}}}{L^{*}} \nabla p-\nabla \cdot \tau$.

