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TM he National Bureau of Standards' was established by an act of Congress on March 3, 1901. The Bureau's overaU
goal is to strengthen and advance the nation's science and technology and facilitate their effective application for

public benefit. To this end, the Bureau conducts research to assure international competitiveness and leadership of U.S.
industry, science arid technology. NBS work involves development and transfer of measurements, standards and related

science and technology, in support of continually improving U.S. productivity, product quality and reliability, innovation

and underlying science and engineering. The Bureau's technical work is performed by the National Measurement
Laboratory, the National Engineering Laboratory, the Institute for Computer Sciences and Technology, and the Institute

for Materials Science and Engineering.

The National Measurement Laboratory

Provides the national system of physical and chemical measurement;

coordinates the system with measurement systems of other nations and

furnishes essential services leading to accurate and uniform physical and

chemical measurement throughout the Nation's scientific community,

industry, and commerce; provides advisory and research services to other

Government agencies; conducts physical and chemical research; develops,

produces, and distributes Standard Reference Materials; provides

calibration services; and manages the National Standard Reference Data

System. The Laboratory consists of the following centers:

• Basic Standards^
• Radiation Research
• Chemical Physics
• Analytical Chemistry

The National Engineering Laboratory

Provides technology and technical services to the public and private sectors

to address national needs and to solve national problems; conducts research

in engineering and applied science in support of these efforts; builds and
maintains competence in the necessary disciplines required to carry out this

research and technical service; develops engineering data and measurement
capabilities; provides engineering measurement traceability services;

develops test methods and proposes engineering standards and code

changes; develops and proposes new engineering practices; and develops

and improves mechanisms to transfer results of its research to the ultimate

user. TTie Laboratory consists of the following centers:

Applied Mathematics

Electronics and Electrical

Engineering^

Manufacturing Engineering

Building Teclmology
Fire Research

Chemical Engineering'

The Institute for Computer Sciences and Technology

Conducts research and provides scientific and technical services to aid

Federal agencies in the selection, acquisition, application, and use of
computer technology to improve effectiveness and economy in Government
operations in accordance with Public Law 89-306 (40 U.S.C. 759),

relevant Executive Orders, and other directives; carries out this mission by
managing the Federal Information Processing Standards Program,
developing Federal ADP standards guidelines, and managing Federal

participation in ADP voluntary standardization activities; provides scientific

and technological advisory services and assistance to Federal agencies; and
provides the technical foundation for computer-related policies of the

Federal Government. The Institute consists of the following divisions:

Information Systems Engineering

Systems and Software

Technology
Computer Security

System and Network
Architecture

Advanced Systems

The Institute for Materials Science and Engineering

Conducts research and provides measurements, data, standards, reference

materials, quantitative imderstanding and other technical information

fundamental to the processing, structure, properties and performance of
materials; addresses the scientific basis for new advanced materials

technologies; plans research around cross-cutting scientific themes such as

nondestructive evaluation and phase diagram development; oversees

Bureau-wide technical programs in nuclear reactor radiation research and
nondestructive evaluation; and broadly disseminates generic technical

information resulting from its programs. The Institute consists of the

following Divisions:

• Ceramics
• Fracture and Deformation'
• Polymers
• Metallurgy
• Reactor Radiation

'Headquarters and Laboratories at Gaithersburg, MD, unless otherwise noted; mailing address

Gaithersburg, MD 20899.
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GUIDE TO DISTRIBUTED DATABASE MANAGEMENT

Elizabeth N. Fong
Bruce Rosen

Information Systems Engineering Division
Institute for Computer Sciences and Technology

National Bureau of Standards

ABSTRACT

Distributed Database Management Systems are
exciting and potentially very powerful. However,
distributed database management systems often have
created increased complexity of database management and
controls without providing the expected benefit to the
organization's operations. Distributed database
management systems may not be desirable for every
organization. Their benefits can be realized only with
careful planning, and evaluation of alternative
strategies.

This guide provides an organization's decision
makers the appropriate information to make good
decisions in evaluating distributed database management
technology for their individual environments. Also,
this guide aids in planning for an orderly migration
path into a distributed database environment.

Key words ; Centralized environment, decentralized
environment, distributed database management,
heterogeneous systems, management controls, technical
controls.
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GUIDE TO DISTRIBUTED DATABASE MANAGEMENT

Elizabeth N. Fong
Bruce Rosen

1. INTRODUCTION

The hardware and software buying sprees of the early 1980s
resulted in an enormous proliferation of dissimilar hardware and
software products even within individual organizations.
Distributed database management is an approach to linking
incompatible mixed-vendor systems and database management systems
together so that there appears to a user to be a single system
running a single database. The benefits of distributed database
management are many, the pitfalls are great. It is essential
that managers develop a effective strategy which identifies the
architectural choices and resources necessary for distributed
database processing.

1 . 1 Purpose

The goal of this guide is to provide answers to the
following questions:

o Will the new distributed concepts make obsolete the old
centralized approach?

o What should a data manager consider in determining
whether a centralized configuration or a distributed
configuration, or perhaps some combination of the two,
will provide the best solution for the organization?

o What basic steps are involved in the analysis, design,
and implementation of a distributed database
environment?

o Will it be possible to integrate existing, installed
equipment in the new environment (centralized or
distributed) , or must it all be replaced?

There is no single answer for all organizations. For some,
the classic centralized approach will provide the most
efficient, economical, and manageable solution. For others,
distribution of one form or another offers the only workable
approach to resolving the organization's database requirements.
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1.2 Scope

Chapter 2 of this report explains the key concepts and
terminology for distributed database management system.

Chapter 3 describes four possible alternatives for a
distributed database management system architecture and
discusses their usage.

Chapter 4 identifies the benefits and problems of a
distributed database environment. Included is a list of factors
to be considered by an organization migrating to a distributed
database environment.

Chapter 5 describes the relationship between an
organization's information processing requirements and
information management resources, and the decision to centralize,
decentralize or distribute.

Chapter 6 describes some of the issues involved in planning
an organization's transition to a distributed database
environment.

Chapter 7 reviews the data administration and database
administration functions depending upon the type of distributed
environment that the organization will operate.

Chapter 8 concludes the report with a list of actions for
planning for the migration toward a distributed environment and a
summary of distributed database management system development
phases.
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2. DISTRIBUTED DATABASE BIANAGEMENT SYSTEM

A distributed database management system (DDBMS) is a
collection of centralized database management systems (DBMSs)
connected together via a communications network and integrated
together in their operations. Thus, a DDBMS can be defined as
having the following properties:

o The system consists of multiple separate databases, and

o The system contains automated communications which
connect the separate DBMSs.

When an organization implements DDBMS, that organization is
said to operate in a distributed database environment, or in
short, distributed environment. The distributed environment
consists of collections of data at various sites which are in
direct support of the DBMS and application programs at the site
and are also accessible to applications at other sites.

Each DDBMS with databases at multiple sites can be connected
in many different ways. The data and other resources may, or may
not be duplicated at many different sites, and the individual
DBMSs making up a distributed DBMS might be maintained and
controlled by a variety of policies. In an effort to classify
the wide range of DDBMS architectures, a set of characteristics
is used.

2.1 Characteristics of a DDBMS

The following section identifies the characteristics and the
various options that make up the different architectures of a
distributed environment:

2.1.1 Objects for Distribution. In establishing a distributed
environment, many components could conceivably be candidates for
distribution. Four main objects are identified in this article
as feasible elements for distribution. They are hardware,
software, data, and control.

Hardware consists of processors, storage, I/O devices, and
communications facilities. All of these could be physically
distributed or centralized.

The software objects are application programs, operating
systems, and, in particular, the various DBMSs. All or any
combination of these may be centralized, distributed, or
duplicated on different nodes.

It should be noted that when one speaks about distributed
DBMS, one generally refers to databases that are physically
dispersed. Additionally, these databases may also be
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geographically dispersed. The data objects that can be
distributed include application data that is stored in databases
as well as meta data, i.e., data describing the data being
stored.

The final object that can be distributed is control. This
includes responsibility for planning and developing policies, the
ownership and maintenance of data, and the day-to-day
coordination and control associated with managing the distributed
environment.

2.1.2 Types of Distribution. A system is distributed with
respect to the various ways in which the objects that make up the
system are centralized or distributed. Distributed hardware
implies multiple equipment in different physical locations, while
distributed software implies multiple copies of the same software
which might reside in either the same machine or different
machines. In the case of databases, each conceptual database may
even be distributed by decomposing the whole database into
separate physical fragments that are distributed. There can be
many types of fragmentation. An example of data fragmentation as
applied to relational databases are:

o Horizontal fragmentation - The fragmentation rule
follows the concept of partitioning the rows of a
relational table into subsets.

o Vertical fragmentation - The fragmentation rule follows
the concept of partitioning the columns of a relational
table into subsets.

o Mixed fragmentation - The fragmentation rule may be
defined based upon semantic properties of the data.
For example, the partitioning of a database into
subsets could be done based upon geographical
properties, functional properties, or combinations of
the above.

Distributed control is discussed in Section 2.1.6.

2.1.3 Distribution Transparency. The most important
characteristic of a distributed environment is the visibility
level of the location distribution to the users of the systems.
The options are:

o Visible distribution - Under this option, the
distribution of the objects is highly visible to the
users and/or applications. In the case of data
distributed across multiple sites, the users, in
accessing data must specify the physical location of
where to go to fetch the data.



o Invisible distribution - Under this option, the
distribution of the objects is invisible to the users
and/or applications. In the case of data
distribution, this implies that the users are unaware
of the physical location of data and can issue single
queries that access data from more than one database
residing at different sites.

2.1.4 Replication Transparency. If the same objects exist at
multiple sites, then these objects are said to be replicated.
In the case of data, the options are:

o No replication - No data is replicated between separate
databases. A system without data replication is called
partitioned because each data item appears at one, and
only one, node.

o Replication that is visible - Data is replicated
between separate databases. The replication is visible
to the users, and it is the users' responsibility to
ensure data consistency.

o Replication that is invisible - Data is replicated
between separate databases. The replication is
invisible to the users, and the users may treat a
replicated data item as if it were stored as a single
data item in a single database. The software, as well
as the database administrator, coordinates and
controls this replication and ensures data consistency.

2.1.5 Degree of Heterogeneity. This characteristic describes
the extent to which the separate sites of a DDBMS are similar.
The factors which determine this characteristic of a DDBMS are
the combinations of hardware, operating systems software and
DBMSs being joined together. These various combinations can best
be understood by way of a two dimensional matrix, as shown in
Table 1. The horizontal axis of the matrix covers the areas of
hardware and operating systems software while the vertical axis
covers differences in DBMSs. Thus each block of the matrix then
describes a different degree of DDBMS heterogeneity based upon
the combination of hardware, operating systems software and DBMSs
involved. For example "Block A" represents the situation of
having a completely homogenous DDBMS where all of the
hardware/software and DBMSs are the same for all sites within the
DDBMS, while "Block I" represents the heterogeneous DDBMS
situation where all the hardware, operating systems and DBMSs are
different for all sites within the DDBMS. It must be remembered
that even a heterogeneous DDBMS can be made totally invisible to
users by providing a unified data manipulation language, or it
can be left visible to users by having the user specify the
location of data and to access the data via its local data
manipulation language.
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Table 1. Degree of Heterogeneity
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Block D
1
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different DBMS,
|

different data model

|

Block G
1
Block H 1

Block I

2.1.6 Domain of Controls. The other key characteristic of a
distributed environment is the coordination and control of the
DDBMS. This coordination involves establishing and maintaining
the policies for accessing and updating the data, for
establishing data availability, setting up responsibility for
data integrity, etc. The options are:

o Central control - There is a central function where all
the decisions for managing the DDBMS are made.
Typically this central function is accomplished by
system-wide data administrators with one or more
database administrators.

o Local autonomy - Each local site manages its own
hardware, software and databases. There does not exist
a system-wide control. Each local site can exercise
their own policy. However, changes and necessary
information that other sites need to know are
broadcast to every site that participates in the DDBMS.

o Hybrid control - There are many variations of control
that can be set up between the two extremes listed
above. A typical domain of control might be that of a
hierarchical nature in which there is one master site
that coordinates all decisions, but does not have the
authority to make unilateral decisions.

7
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3. DISTRIBUTED ARCHITECTURAL ALTERNATIVES

Distributed database architecture is the way in which data
is integrated with respect to an application. The distributed
database architectural alternatives as described in [LARS87] are
based upon two dimensions in which databases are structured as
collections of information: logical/physical dimension, and
centralized/decentralized dimension. Thus, four possible
classes of distributed database architectures can be identified:

o logically and physically centralized databases,

o logically centralized and physically decentralized
databases,

o logically and physically decentralized databases,

o multi-databases.

These are briefly described below.

3.1 Centralized Databases

This architectural alternative is the traditional
centralized DBMS environment. Data is retrieved and updated
only from the main databases although access requests may be
coming from remote sites. There is only one centralized copy of
any database. Other redundant copies of databases serve only as
shadow copies for recovery purposes. Most commercial DBMSs for
mainframes support some variation of this architecture.

3.2 Logically Centralized, Physically Decentralized Datcibases

This architecture includes many distributed DBMSs described
in the literature [CERI84]. Data is physically and
geographically separate, but is logically integrated via a
global schema approach. In such an architecture, users and
applications access data described through a single global
schema, and the data is accessed via a computer network
interconnected across several computer systems. Most often, this
architecture provides a unified system, and therefore offers
centralized control over the physically decentralized databases.

3.3 Logically and Physically Decentralized Databases

This architecture is frequently referred to as "federated"
databases [HEIM85] or loosely-coupled DBMS in which each local
site may be viewed as an autonomous entity. The local
administrators retain control over who can access data in that
database and the manner in which the data can be accessed. This
is typically achieved by defining three types of schemas: private
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schema which describes that portion of a database that is local
and private to the site; export schema which describes that
portion of the database which is shared within the federation;
and import schema which specifies that portion of a database that
the site desires to access at other sites.

This architecture often emerged in companies in which
different database needs resulted in many databases established
within different organization groups. Because of organizational
and/or political reasons, it is frequently not possible to
integrate these databases into a single organization-wide
database controlled by one centralized administrator. If the
organizational and/or political problems can be solved, then this
architecture can constitute the first step in the migration path
from several separate databases to the logically centralized
physically decentralized database architecture described above.

3.4 Multi-datcibase Systems

In this architectural alternative, there are no
communication links between DBMSs. Thus, this alternative is not
a DDBMS according to our definition. It is described here for
completeness. The users or programmers extract portions of
individual databases by selection conditions, and then specify
how these pieces of data are to be combined to produce the
desired report. There is no movement of data from one site to
another and there is no update of the databases from remote
sites.

Multi-database systems are useful in situations where
databases exist commercially such as those for stock exchange
information, news, etc. and a user wishes only to retrieve data
to perform further analysis, but does not wish to update those
databases.

3.5 Uses of the Four Architectures

Each of the alternatives described supports a different
organizational environment. The needs of the organization's
users must be evaluated in order to decide which of the
architectural alternatives is best for the organization.

The centralized database approach provides users with a

single view of the database along with centralized control
policy over the sharing and administration of the database.
Further, it is technically easier to support the integrity of the
data under a centralized database.

The logically centralized, physically decentralized database
approach provides users with all the advantages of a distributed
DBMS environment, but requires more complex procedures for
enforcing data integrity and controlling the sharing of the
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databases. One way to limit this complexity is to issue a policy
that allows no on-line updating of databases. If users do not
have the need for instantly updated data, then this variation of
the logically centralized, physically decentralized database
approach can be utilized to alleviate update control problems and
gain increased performance of the distributed system.

The federated databases approach provides site autonomy
while still providing for a controlled sharing of the databases.
The administration of this option, however, needs to be carefully
specified. Under this alternative, there will be at least two
layers of DBAs or DAs (organization-wide and local
administrators) . Changes to existing schemas, or creation of new
schemas at a local site must be properly broadcast and
administered if the affected databases are shared within the
federation.

In the above three options, the user perceives a single
database system. That means the DDBMS provides location
transparency, replication transparency, failure transparency,
concurrency transparency, and heterogeneity transparency..

Under the multi-database approach there is no attempt made
to provide any transparency to the user since there are no links
between these DBMSs. The users or programmers must be familiar
with all of the DBMS ' s languages. However, there is also no
fear of remote users doing an update that would violate the
integrity constraints of the databases.

10



4. BENEFITS AND PROBLEMS OF A DDBMS

The scope of information resource management as practiced by
an organization can be centralized, decentralized, or
distributed. The requirement for an organization to move toward
a distributed environment depends on the specific organization's
application and mission. There are many reasons for or against
a migration toward a distributed environment. The factors
encouraging and inhibiting distribution are discussed below.

4.1 Benefits of Distributed Environment

There are many benefits associated with a distributed
database environment. One of the most attractive benefits is that
it can allow existing applications to evolve into the distributed
database environment without undergoing major conversions from
one DBMS to another. Another benefit is the ability to increase
data sharing within and between geographical sites. A
distributed environment also places computing resources closer to
end-users thus encouraging end-users to do their own programming
tasks.

4.2 Problems of Distributed Environment

The one big pitfall of a distributed database environment is
that it will have all of the problems associated with the
centralized database environment, but at an even greater level.
From the management control point of view, a distributed
environment may mean loss of overall control of the
organization's information assets. Very often, a distributed
environment means that the total cost of an organization's
systems will be increased. From the technical point of view,
there are many problem issues in the application of DDBMS
technology that have yet to be solved. Finding solutions to
these problems will be the challenge for researchers in database
technology over the next few years. Some of these problem issues
are described below.

4.3 Technical Problem Issues

Included with the problems identified here are some
suggestions for possible solutions. Currently most applications
do not seek generalized solutions to these problems, but instead
they seek case by case methods of avoiding them. At present, it
is likely that general solutions to these problems, if they even
exist, could not be implemented economically.

4.3.1 Consistency of Replicated Copies. When there are multiple
copies of the same data, an obligation is placed on the DBMS to
keep them in step with each other. Thus there exists the problem
of maintaining data consistency between multiple databases. The
solution to this problem is to commit all update transactions
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only after all available copies of the data have been updated.
However, the cost of this can be prohibitive for many
applications. Another solution to this problem is to keep all
updates in a temporary file and then apply the updates from time
to time, or on some regular schedule. Use of this solution
requires that user applications be capable of tolerating data
discrepancies for periods of time. The major trade-off between
these solutions revolves around the requirement of data
timeliness versus paying for the large overhead needed to provide
data consistency by way of synchronous updates.

4.3.2 Concurrency Control. A distributed DBMS is required to
process many transactions at the same time. Usually these
transactions are performing unrelated tasks and they can proceed
independently of one another. However there is always the
possibility that they may interact through use of the same data
resources

.

The problems of concurrency are generally known as the
double update problem and deadlock problem. The double update
problem exists when two programs each are reading and then
writing the same data resource. The result then depends on the
sequence in which the reads and writes occurred, thus the last
write will be accepted and the other change will be lost. This
can result in data being changed based not upon the most recent
data, but upon data that was obsolete. To prevent this loss, it
is possible to lock the data resource so that the second program
has to wait until the lock is released. However locking can lead
to the deadlock problem which means that two processes are
waiting for each other to release the resource and thus neither
process can proceed.

There are many possible solutions to the above two problems
for centralized database systems. The solutions need to
guarantee deadlock detection and transaction serializability.
One solution for deadlock detection is to send all locks to one
site for any process that is held up. Another is to use a clock
to time out transactions, but setting an acceptable time interval
is rather difficult. Transaction serializability is the
requirement that whenever a series of transactions overlap one
another in time, their effect on the database and their
environment must be the same as it would have been if they had
been executed one after the other in the sequence in which they
were initiated. The implementation requirements to achieve
deadlock detection and transaction serializability for
distributed databases are both difficult and costly.

4.3.3 Recovery. A distributed DBMS does not have the failure
characteristic of a single system: a single system is either
functioning or it is down. A distributed DBMS can experience
failure in some nodes independent of others, and it can also fail
in the interconnect capabilities even though all nodes continue

12



to function. Replication of data is sometimes used as a solution
which permits provision of a service in spite of failures.
However, when the failed nodes are restored to the system it is
necessary to bring their data into step with the data from the
alternate site. This raises the problem of concurrency control
since it is possible that new update attempts could be made
against a database that is in the middle of a recovery cycle.
Current solutions for recovery in a distributed system are very
costly and are highly dependent upon organizational requirements.

4.3.4 Performance Monitoring. Monitoring and evaluating
performance in DDBMS is more complex than a centralized DBMS
because data may be replicated, fragmented, or both. Decisions
about fragmentation, replication, and migration of data must
include a consideration of operational accesses to data. The
gathering of the statistics needed to facilitate tuning the DDBMS
in order to improve system performance still remains a difficult
problem.

4.4 Factors to be Considered

The benefits and problems of operating in a distributed
database environment must be evaluated against the following
factors:

o Economic - DDBMS processing is sometimes encouraged by
the relative costs of storage versus communications.
The trade-off is the cost of storage and manpower to
augment the existing centralized system versus paying
for the communication cost to use a remote site's
resources. Based upon the organization's current
configuration, economic factors may vary depending upon
the targeted distributed environment.

o End-user Computing - Many end-users become dissatisfied
with the service they receive from central data
processing organizations. With the availability of
user-friendly software, end-users are becoming more
knowledgeable about data processing and are more
willing to create their own applications without
professional programmers. Having a distributed
environment definitely promotes end-user computing
facilities

.

o Organizational and Geographical Factors - Sometimes
it is natural for an organization to migrate into a
distributed environment based upon its location and/or
functions.

o Incremental Growth - Distributed systems allow more
flexible growth and expansion. Adding another node to

13



a network is much easier than upgrading to a different,
more powerful computer family.

o Availability and Reliability - For certain
applications where failure of the computer is critical,
loss of computing power and unavailability of data
could cause a major catastrophe. In this case,
redundancy of data as well as hardware is essential.
In this circumstance it is definitely wise to consider
establishing a distributed environment because it can
provide increased reliability.

o Security Requirement - Operating in a distributed
environment tends to create a new set of security
problems compared to a single site system. In a
distributed environment it may be the responsibility of
each local site to protect their own data at their
site, yet this data, or some portion of it, must also
be made available to remote users. However, allowing
for remote access also makes the system easier to
penetrate for unauthorized individuals. Further it
becomes necessary to develop some type of overall
system security policy and to ensure that this policy
is followed by all elements of the organization.
Another aspect of security that must be considered in a
distributed environment is the possibility of
communications intercept by outside organizations or
individuals. The solution to this problem is the use
of encryption, which of course increases the cost of
establishing and maintaining the distributed system.

o Interconnection of Existing Databases - When an
organization needs to integrate several already
existing individual databases, it is often economically
impractical for the organization to consider going back
to square one and develop a distributed DBMS from
scratch. The more practical solution, sometimes
referred to as the "bottom-up" approach, is to create
an application program development environment that
operates on the existing databases.

4.5 Applications that could Benefit from the Use of DDBMS

The type of applications that lend themselves to a
distributed environment are those that usually occur in
organizations which have many regional offices. Data is
collected and maintained at each regional office, but this same
data must be shared organization-wide. Examples of this are
multi-plant manufacturing, military command and control,
electronic funds transfer in banking networks, airline or hotel
reservation systems, etc.
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5. CENTRALIZED VERSUS DECENTRALIZED REQUIREMENTS

There are many factors involved in the decision whether to
centralize, decentralize or distribute. Decentralization differs
from distribution and distributed data because there are no links
between them [BRAY86] . Some applications are best run on a
centralized machine and some data are best stored centrally,
while some applications are best run in a decentralized manner at
an end-user location and may be best designed at that location.
The planning of what portions of an organization's data assets
should be centralized, decentralized, or distributed is critical
to the overall design of a distributed environment.

The top corporate planners should be asking how distribution
of databases, data communications, and distributed systems would
affect the way the organization operates. The focus needs to be
on the practical aspect of how the organization uses and manages
data as an information resource, how the organizational units
communicate with each other and with external organizations, and
whether or not in-house personnel have the level of
sophistication and understanding needed to operate and maintain a
distributed environment

.

5.1 What Should be Centralized or Distributed?

In determining the answers to this question it is necessary
to look at the system from both the technical and the management
points of view.

From the technical point of view the designers need to ask
what system configuration would result in the most effective
application of the hardware/software resources to be utilized.
Based on this technical assessment, the question can then be
answered from the technical side as to what data would be stored
centrally and what data would be distributed.

The technical point of view does not, however, take into
account the management level questions that must be answered
before making any final central versus distributed decision.
Management questions could include:

o What level of responsibility should be placed with
local managers?

o Which is more important, easy access to data for
customer service, or for central decision making?

o What resources are available for implementing a
distributed system?

o What impact does management wish the system to have on
how the organization is structured and does business?
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5.2 Properties Favoring Centralization

The following identifies some of the reasons that favor
centralization:

o The organization's applications are already implemented
centrally, and the central group is reliable and
responsive.

o There is a need for strong centralized corporate-wide
strategic planning and control.

o The data is frequently used by centralized applications
such as corporate-wide payroll.

o The data is frequently updated and users in all areas
need constant access to the same data and need the
current up-to-the-minute version.

o Many queries will require searching major portions of
the organization's data as a whole. Searching data
which is geographically scattered is extremely time
consuming. The software and hardware for efficient
data search requires that the data be in one location.

5.3 Properties Favoring Decentralization

The following identifies some of the reasons that favor
decentralization:

o Data usage is generated from different locations, and
fast response time is important.

o Data is generated and used at individual sites, and
information sharing between sites is rare or closely
controlled.

o The organization operates under the policy that
accuracy, privacy and security of data and applications
is a local responsibility.

o Applications are simple and are only used by one or a
few users.

o The update rate is too high for a single centralized
DBMS.

o The end-users at each local site manipulate and
maintain their own data operations, which results in a
sense of "data ownership." Excessive centralization may
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then cause conflict and may result in a loss of
responsibility for maintaining accurate data.

5.4 Properties Favoring Migration to DDBMS

Properties that favor a migration to a DDBMS environment can
exist in organizations that are operating in either a centralized
mode or a decentralized mode. Further, a change to a DDBMS
environment, if properly structured, can allow an organization to
continue to enjoy the benefits of their previous centralized or
decentralized mode of operation while gaining the additional
benefits made available under a DDBMS environment. Thus the
organization can enjoy the best of both worlds. The following
are some of the properties that favor migration to a DDBMS
environment:

o The organization requires the capability of enforcing
centralized standards while still offering a high
degree of autonomy to its local sites.

o The characteristics of the organization require a mix
of both centralized computing and local applications
and databases.

o The structure of the organization is such that
centralized computing is resulting in tremendous
expenditures for larger centralized computing power,
but the central computer is becoming a choke point for
information flow within the organization.

o The manpower that already exists in the organization is
sufficiently skilled so as to plan a migration into a
DDBMS environment as a natural part of normal system
upgrades

.
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6. PATHS TO DISTRIBUTED DBMS

If an organization decides to move into the distributed
database environment, then the migration from the current mode of
data processing to the distributed mode needs to be carefully
planned. Organizations can move into a distributed database
environment from either a totally centralized or decentralized
starting point. This section describes some of the issues
involved in planning an organization's transition to a
distributed environment.

6.1 Centralized Starting Point

The approach that should be utilized to move from an
existing centralized application to a distributed environment is
through expansion and evolution. This means that the distributed
database system is implemented by expanding existing centralized
computerized applications. Areas of concern which could
potentially affect the migration are:

o What would be the number of remote sites to be added?
The distributed architecture that best fits the
organization's mission must be determined. From this
an estimate of the number of remote sites can be
established.

o What would be the required hardware, communication
links, software (including DBMS) , databases and
application programs which would have to be installed
at each remote site?

o What application-related functions currently performed
by a central host computer can be profitably moved into
distributed components?

o What DDBMS architecture is appropriate? Is it
necessary to maintain centralized control?

o What methods would be used for distributing the
centralized database into various locations? If the
centralized database needs to be partitioned, a careful
analysis of the method of distribution must be
conducted. The analysis needs to take into
consideration the problems of data security, data
integrity, on-line update, ownership and responsibility
of data.

o How will the organization train and involve users and
in-house data processing staff in the migration
planning for a distributed environment? This also must
include establishing policies and controls in
preparation for the shift. The establishment of the DA
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and DBA functions will be addressed in the next
section.

An interim approach to migrating from a centralized starting
point is to leave the database centralized and distribute only
data access functions. Thus the needed remote nodes may be
established but they would not maintain any databases. Instead
they would access the centralized database. To assist in
establishing this type of architecture, a Remote Data Access
(RDA) protocol is currently in draft status and is expected to be
available as an International Standard [IS087].

The RDA standard defines the interworking between two
program components in different end systems, where one controls a
database and the other is required to read and update the data.
One use of the RDA would be to support access from a user at a
workstation to a database which is physically remote. The first
phase of the RDA standard specifies a relational data
manipulation language, the Structured Query Language (SQL) . The
SQL database language has been adopted by the Federal Government
as the Federal Information Processing Standards [FIPS87], and it
is also an American National Standard [ANSI86]

.

The remote data access to a centralized database approach
offers a simple first option in the migration process. The
hardware, communication links, and application programs may be
designed and installed at remote sites as an initial step before
worrying about the distribution of the database. As distributed
functions are identified and as users become skilled, then a
fully distributed database environment can be planned for and
implemented. Depending upon the nature of the organization, this
slow evolution approach may prove to be the most advantageous.

6.2 Decentralized Starting Point

A decentralized environment involves multiple computer sites
with virtually no automated communications between them.
Depending on how the organization functions, these divisions may
be performing different or similar functions. If the
organization has decided to move into a distributed environment,
then one way is to consider each site as essentially an
occurrence of the centralized model. Another interim solution
for moving from a decentralized database environment to a

distributed database environment is the use of "Intelligent
Gateways .

"

"Intelligent Gateways (IG)" is a hardware/software
configuration that enables a user at a single terminal to access
and retrieve data from dissimilar systems. Different IGs may
offer various services. The basic IG provides the user with
transparent log-on to the various target hosts. However, once
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logged on in this manner, the user must know the data
manipulation language of each remote DBMS system he wishes to
access. Another type of IG is one which supports access in a
heterogeneous environment by providing a uniform, integrated
interface for retrieving data from heterogeneous databases, but
which does not require changes to the pre-existing databases and
their DBMSs.

The IG architecture offers an organization an interim
solution for establishing a distributed environment without
having to start from ground zero. The drawbacks of IG are, that
it adds a layer of software thus increasing the response time and
creating, in some cases, serious performance problems. Some
existing IG projects handle only queries and do not allow on-line
updates. Also, some differences between systems cannot be
completely represented in a uniform way thus the objective of
having a uniform, integrated interface cannot be totally
achieved.

6.3 Recommended Tools to be Used

One of the key software tools to be used during the
migration planning phase is an Information Resource Dictionary
System (IRDS) [G0LD88]. An IRDS is a computer software package
which provides facilities for recording, storing and processing
descriptions of an organization's data and data processing
resources. The use of an IRDS will reveal the organization's
total data structure and capture information as to where, when,
and how the data is being used. An IRDS can also be used as a
tool for planning and designing various alternatives of data
distribution.

The IRDS is expected to become an American National Standard
and efforts are underway for the IRDS to become a Federal
Information Processing Standard.
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7. IMPACT OF DA AND DBA

As the organization migrates toward a distributed database
environment, the data administration (DA) and database
administration (DBA) functions must change. Depending on the
nature of the distributed architecture, the controls can be
centralized or distributed.

7.1 Centralized Controls

In centralized control, all the functions of DA and DBA will
be performed at a primary node. The roles of the DA and DBA vary
in emphasis and importance from organization to organization.
There is, nevertheless, some general consensus that the DA
functions include:

o The responsibility for administration of organization-
wide policies. This includes the establishment of rules
for the cooperative processing within the distributed
database environment.

o The management of inter-system standards.

o The issuance of approval for participation within the
distributed database environment.

There is also some general consensus that the DBA functions
include:

o The responsibility for the technical administration of
the organization-wide database environment. This
includes the maintenance of global meta data, local
meta data, and all the local DBMS software.

o Technical coordination of distributed database design.
This includes the administration of inter-system meta
data migration. Data that is replicated must be kept
consistent.

o The control of the sharing of databases by means of a
global data dictionary and directory and one or more
local data dictionaries.

o The control of security and privacy by establishing
access and updating rights.

o Providing support to application development for every
node.

o Establishing the procedures for global and local
recovery and back-up.
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7.2 Distributed Controls

Distributed controls typically consist of a hierarchical
control structure based on a global DA/DBA who has the
responsibility for the overall organizational database, and on
local DAs/DBAs who have the responsibility for their respective
local databases which, when combined, form the overall
organizational database. The degree of site autonomy may range
between having complete site autonomy, without any centralized
DA/DBA controls, to having almost completely centralized control.

An important aspect of the global DA function is intersite
coordination. Depending upon the degree of local site autonomy,
the intersite coordination functions typically include the
following:

o Setting system-wide policy on the use and operation of
the DDBMS.

o Issuing approval for new site participation within the
federated database environment.

o Resolving any disputes or conflicts among the local
sites

.

o Establishing user groups by providing a single contact
point for the federated environment.

For a large organization, a communication network
administration function may be established to support the
communication aspect of the DDBMS. Some of the tasks for this
function would include:

o Configure and install the communication network linking
the local DBMSs.

o Analyze and administer routing within the network.

o Responsibility for the communications aspects of
database synchronization and concurrency controls.

The global DBA functions include those listed under
centralized controls, plus these additional tasks:

o Manage and maintain the global data dictionary and
directory.

o Monitor the overall DDBMS and its communication
networks for availability, efficiency, integrity,
security, and recovery.
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o Supervise local DBAs to ensure global operation.

Each local site has a set of local DAs/DBAs who are
responsible for managing the operations of the local site. Their
tasks include all those identified for centralized control but
with the responsibility solely centered on the local site.
Additionally, they have the task of communicating and
coordinating with the global DA/DBA.
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8. RECOMMENDED COURSE OF ACTION

Prior to any attempt to move into a distributed database
environment an organization should first perform an objective
review of the organization's database requirements. If, after
this review, the decision is made to move into a distributed
database environment, then the recommended course of action
consists of first conducting an organization-wide planning
activity followed by step-by-step distributed DBMS development
phases.

8.1 Planning Activities

The organization's planning activities should include the
following tasks:

o Identify existing, installed facilities that are to be
included in the new configuration.

o Identify the additional functions necessary for
accommodating additional applications.

o Derive and evaluate several possible configurations.
These configurations should include varying degrees of
centralization and/or distribution.

o Identify the user population for which the distributed
DBMS is intended.

o Consider communications needs, security needs, data
integrity and timeliness needs.

o Plan for possible future growth of organization and/or
user population.

o Consider various policies for data sharing and control
procedures.

o Integrate current DBMSs and databases with the new and
expanded distributed DBMSs and databases. The use of
an IRDS software tool is highly recommended here.

8.2 DDBMS Development Phases

The step-by-step development of a distributed DBMS
environment, as summarized in Table 2, includes the following
major phases:

o Planning

o Designing



o Installing

o Supporting

The planning phase needs first to consider the starting
point of the organization. After assessing the starting point,
the key objective of the technical activity of this phase is to
determine the distributed architecture. In conjunction with the
technical activity, the managerial activity in this phase is to
determine and commit the amount of resources (people and
equipment) necessary for the development of a DDBMS. The
management and technical activities must work in concert since
the amount of resources management can make available will have a
definite impact on the distributed architecture that is finally
selected.

Once the needed resources have been committed, and the
distributed architecture determined, the organization then moves
into the designing phase. The technical aspect of this phase
involves (1) design of interface software with the emphasis on
reliable global cooperation between the elements involved in
distributed processing and also between the distributed
processing elements and application specific software, (2) design
of application specific software which specifies the global
application function and each local application function of the
software, and (3) determination of the distribution method of the
databases by designing the global data dictionary along with each
local data dictionary and the interface between these
dictionaries. The managerial activity in this phase is the
establishment of the DA and the DBA functions along with
preparing the organizational policy statements that define these
positions.

The installing phase consists of the actual implementation
and testing of the DDBMS. The technical activities of this phase
involve installing hardware, software, and databases for each
node. The managerial activity involves finalizing and
implementing all the needed controls for database access. Among
some of the controls are those for ensuring security and privacy
of the data, ensuring consistency of the data, ensuring
availability of the data, etc.

The supporting phase consists of operational level
activities. From the technical aspect, the activities should
concentrate on tuning of the system for better performance. Once
in the support phase, managerial activities are oriented towards
providing needed resources for training of users and establishing
mechanisms for helping users in maintaining an effective
distributed database operation.
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Table 2 . DDBMS Development Phases

"DV\ oca
1 Technical Activities Administrative Activities

Planning
i

o Determine Distributed
architecture

o Management committed
to move to DDBMS

Designing
1
o

1
o

1
o

Software design
Application design
Distributed data des.

o Establish DA and DBA
functions

Installing
1
o Implement and test

for each node
o Set up rules/controls

globally and locally

Supporting
1
o

1
o

Tune for better
performance
Provide backup and
recovery

o
o
User training
User support and help

Due to the complex nature of establishing a distributed
database architecture, and the tremendous impact it can have on
an organization, it is impossible to predict in this guide if a
given organization will be successful in such a migration.
However, as with any complex task, careful planning will make the
transition less painful, and in the long range will prove to be
the only way for an organization to utilize the latest advances
in technology to achieve efficient data processing.
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